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Abstract

This course presents timely, relevant examples on how researchers have leveraged
perceptual information for optimization of rendering algorithms, to better guide
design and presentation in (3D stereoscopic) display media, and for improved
visualization of complex or large data sets. Each presentation will provide ref-
erences and short overviews of cutting-edge current research pertaining to that
area. We will ensure that the most up-to-date research examples are presented
by sourcing information from recent perception and graphics conferences and
journals such as ACM Transactions on Perception, paying particular attention
work presented at the 2010 Symposium on Applied Perception in Graphics and
Visualization.
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Course Overview

5 minutes: Welcome and Introductions

Ann McNamara
Welcome, overview of course & motivation for attending. Speaker Introductions

40 minutes: Perceptually Motivated 3D Displays & Depth
Perception

Martin Banks
An overview of Depth Perception and important phenomenon when presenting
information on 3D Displays

40 minutes: Perceptually Motivated Visualization

Chris Healey
A look at Visual Attention, Visual Memory, and its Role in Visualization.

15 minutes: Break

30 minutes: Perceptually Motivated Rendering

Ann McNamara
Overview of how knowledge from perceptual research feeds into optimized ren-
dering algorithms.

30 minutes: Perceptually Motivated Simulation and Vir-
tual Environments

Katerina Mania
Perceptually-based Optimizations & Fidelity Metrics for Simulation Technology

30 minutes:Leading-edge research and APGV 2010

Katerina Mania & Martin Banks
A summary of cutting edge perceptual research selected from APGV 2010.

10 minutes:A look to the future

Ann McNamara & Katerina Mania
Discussion of trends for APGV 2010

10 minutes: Conclusion, Questions & Answers

All
Wrap up, review, questions and discussion.
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1 Introduction

1.1 Motivation

The (re) introduction of 3D cinema, advent of affordable stereoscopic display
technology, and seamless integration of real-world scenes with computer graph-
ics fuels our continuing ability to create and display stunning realistic imagery.
With the arrival of new technology, algorithms and display methods comes the
realization that gains can be made by tailoring output to the intended audience;
humans. Human beings have an amazingly complex perceptual systems, which
have the ability to quickly capture and process vast amounts of complex data.
With all its capability however, the Human Visual System (HVS) has some sur-
prising nuances and limitations that can be exploited to the benefit of numerous
graphics applications. This new tutorial will provide insight into those aspects
of the HVS and other perceptual systems that can serve as both a guide and
yard-stick to further the development and evaluation of computer graphics im-
agery and presentations. The literature on perception provides a rich source of
knowledge that can be applied to the realm of computer graphics for immediate
and direct benefit, generating images that not only exhibit higher quality, but
use less time and resources to process. In addition, knowledge of the HVS serves
as a guide on how best to present the images to fulfill the application at hand.

1.2 Course Overview

We will present timely, relevant examples on how researchers have leveraged
perceptual information for optimization of rendering algorithms, to better guide
design and presentation in (3D stereoscopic) display media, and for improved
visualization of complex or large data sets. Each section will provide references
and short overviews of cutting-edge current research pertaining to that area. We
will ensure that the most up-to-date research examples are presented by sourcing
information from recent perception and graphics conferences and journals such
as ACM Transactions on Perception, paying particular attention work presented
at the 2010 Symposium on Applied Perception in Graphics and Visualization.

1.3 Focus Areas

We will focus on four key areas in which perceptual knowledge has been suc-
cessfully interleaved with computer graphics.

1.3.1 Perceptually Motivated 3D Displays & Depth Perception

3D stereoscopic displays are being used in a wide range of fields. To under-
stand how better to present information on such displays, a comprehensive
understanding of depth perception is necessary. This area will focus on depth
perception and applications of such to image presentation.

1



1.3.2 Perceptually Motivated Visualization

Discussion of recent research pertaining to psychophysics and application to
scientific and information visualization. A closer look at visual attention and
visual memory will provide the framework for steering perceptually informed
visualizations.

1.3.3 Exploitation of the limitations of the HVS to reduce rendering
times

while improving resulting image quality. This includes real-time and non-real
time graphics, image quality metrics and high dynamic range imagery.

1.3.4 Exploration of incorporating perceptual and cognitive aspects
to Virtual Environments (VEs).

Such principles could be applied to selective real-time rendering algorithms,
positive transfer of training as well as to optimizations for latency degradations
and predictive tracking.

1.4 Summary

In summary, this course represents a whirlwind tour of insights into how the
eye and brain capture and process visual information through our perceptual
systems, and how we can use those insights to further advance many areas in
computer graphics.

2



Martin S. Banks

2 Perceptually Motivated 3D Displays & Depth
Perception

2.1 Introduction

The human visual system has evolved in an environment with constrained rela-
tionships between objects and retinal images. That relationship is often altered
in stereoscopic displays, so it is important to understand the situations in which
the alteration is insignificant and the situations in which it causes undesirable
perceptual or ergonomic effects. This section will review the current literature
on visual perception and human ergonomics in the context of the viewing of
stereo displays. The literature shows that stereo displays can be associated
with viewer fatigue/discomfort, reduced visual performance, and distorted 3D
perception. This section will also discuss ways to minimize these adverse viewer
effects.
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Problems with Using Stereo Displays

Technical Issues

• Developing contentp g

• Sufficient resolution over time: “temporal aliasing

• Sufficient separation between two eyes’ images: “ghosting”

User Issues

• Perceptual distortions due to incorrect viewing positionp g p

• Vergence-accommodation conflict: distortion, fatigue

• Treatment of blur

Problems with Using Stereo Displays

Technical Issues

• Developing contentp g

• Sufficient resolution over time: “temporal aliasing

• Sufficient separation between two eyes’ images: “ghosting”

User Issues

• Perceptual distortions due to incorrect viewing positionp g p

• Vergence-accommodation conflict: distortion, fatigue

• Treatment of blur
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Almost never view pictures

Viewing Pictures

Almost never view pictures 
from correct position.

Retinal image thus specifies 
different scene than 
depicted.

Do people compensate, and if 
so how?so, how? 

Stimuli

Vishwanath, Girshick, & Banks (2005), Nature Neuroscience.
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Stimulus: simulated 3D 
ovoid with variable aspect 
ratio.

Experimental Task

Task: adjust ovoid until 
appears spherical.

Vary monitor slant Smto 
assess compensation for 
oblique viewing positions.

If compensate, will set ovoid 

Sm

to sphere on screen (ellipse 
on retina).

Observation 
Point

Vishwanath, Girshick, & Banks (2005), Nature Neuroscience.

No compensation: set 
ovoid to make image on 
retina circular:

Predictions

retina circular:

retinal 
coordinates

Center of 
Projection

Observation 
Point

screen 
coordinates
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No compensation: set 
ovoid to make image 
onscreen circular:

Predictions

onscreen circular:
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Results
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Vishwanath, Girshick, & Banks (2005), Nature Neuroscience.

Compensation for Incorrect Viewing Position

• Pictures not useful unless percepts are robust to changes in 
ie ing positionviewing position.

• People compensate for oblique viewing position when 
viewing 2d pictures. 

• Two theories of compensation: pictorial & surface. Data 
clearly favor surface compensation.

• Two versions of surface method: global & local. Data clearly 
favor local slant. 



Martin S. Banks What should we know about Human Depth 
Perception in Constructing 3D Displays?

2D Pictures vs Stereo Pictures

2d stereo

• Two eyes presented different 
images

• Two eyes presented same 
image g

• Binocular disparities specify 
orientation & distance of picture 
surface and layout of picture 
contents; hence not useful for 
compensation

g

• Binocular disparities specify 
orientation & distance of picture 
surface; hence useful for 
compensation

Stereo Pictures

• For most applications, 
viewers will not be at correct 
position.

• Retinal disparities thus 
specify a different layout 
than depicted.

• Do people compensate?p p p

• Is correct seating position for 
a 3D movie more important 
than for 2D movie?
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Stereo Picture Geometry

display surface
disparity-specified hinge

depicted hinge
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angle?

stereo projectors
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120
g)

Results: 2D Pictures

2D pictures
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Summary of Distortions

Held & Banks (2008)

Where to Sit with Stereo Cinema?

Now Playing…y g

$1

$−1

$100

$10
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Problems with Using Stereo Displays

Technical Issues

• Developing contentp g

• Sufficient resolution over time: “temporal aliasing

• Sufficient separation between two eyes’ images: “ghosting”

User Issues

• Perceptual distortions due to incorrect viewing positionp g p

• Vergence-accommodation conflict: distortion, fatigue

• Treatment of blur
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6)

Vergence& Accommodation: Stereo Display
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Consequences of Vergence-accommodation Conflicts

• Does accommodation affect 3d shape perception? 

• Is vergence-accommodation conflict the cause of 
discomfort & fatigue in viewing stereo displays?
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Displays with Nearly Correct Focus Cues

Two multi-focal displays we’ve developed:

1 Fi d i i t l t i di l ith i t & 3 f l1.Fixed-viewpoint, volumetric display with mirror system & 3 focal 
planes (Akeley, Watt, Girshick, & Banks, SIGGRAPH2004).

2.Fixed-viewpoint, volumetric display with switchable lens & 4 
focal planes (Love, Hoffman, Kirby, Hands, Gao, &Banks,Optics 
Express, 2009)

Multi-focal Display

Akeley, Watt, Girshick & Banks (2004), SIGGRAPH.
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Multi-focal Display

Akeley, Watt, Girshick& Banks (2004), SIGGRAPH.

Multi-focal Display

Akeley, Watt, Girshick& Banks (2004), SIGGRAPH.
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Vergence-accommodation Conflict & Perceived Shape

Watt, Ernst, Akeley, & Banks (2005), Journal of Vision

• For estimating 3d shape, 

Vergence-accommodation Conflict & Perceived Shape

• Information about fixation 
distance is available from 
vergenceAND accommodation

horizontal disparities must be 
scaled by an estimate of fixation 
distance

53°

67°

90°

127°

Watt, Ernst, Akeley, & Banks (2005), Journal of Vision
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• Vergenceand focal

Vergence-accommodation Conflict & Perceived Shape

• Vergenceand focal 
distance affect 
estimated distance 
used to scale 
disparity

• Thus focal distance 
affects perceived 3d 
shape

Watt, Ernst, Akeley, & Banks (2005), Journal of Vision

shape

Problems with Using Stereo Displays

Technical Issues

• Developing contentp g

• Sufficient resolution over time: “temporal aliasing

• Sufficient separation between two eyes’ images: “ghosting”

User Issues

• Perceptual distortions due to incorrect viewing positionp g p

• Vergence-accommodation conflict: distortion, fatigue

• Treatment of blur
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Fatigue Experiment: Stimuli

• 600-ms stimulus at near or far vergence-specified distance

• Appeared at each focal distance

Hoffman, Girshick, Akeley, & Banks (2008), Journal of Vision

Fatigue Experiment: Results

cues-inconsistent

cues-consistent

m
pt

om

7

9

** ** ** **

S
ev

er
ity

 o
f S

ym

1

3

5

**= p< 0.01 (Wilcoxen test)

Hoffman, Girshick, Akeley, & Banks (2008), Journal of Vision
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cues-inconsistent 
much worse than 

consistent

Fatigue Experiment: Results

*******
cues-consistent 

h th

no difference

*******much worse than 
inconsistent

** = p< 0.01 (Wilcoxen test)

Hoffman, Girshick, Akeley, & Banks (2008), Journal of Vision

Discomfort & Stereo Cinema
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Discomfort & Stereo Cinema

Problems with Using Stereo Displays

Technical Issues
• Developing contentp g

• Sufficient resolution over time: “temporal aliasing

• Sufficient separation between two eyes’ images: “ghosting”

User Issues
• Perceptual distortions due to incorrect viewing position

• Vergence-accommodation conflict: distortion, fatigue

• Treatment of blur
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Blur as Cue to Absolute Distance
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Small camera aperture to increase depth 
of field & minimize blur

Blur in Cinematography

Scale models appear much larger
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Image Formation & Blur

Focal (absolute) distance:  z0

Image Formation & Blur

Focal (absolute) distance:  z0

Relative distance:  d =z1/z0

Blur magnitude:  c1
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Distance Information from Blur

z0 =      s0(1 −    )  d
1A

c1

X

Solve for absolute distance (z0) given blur, aperture, & relative distance (d)

Distance Information from Blur

X

Can only place rough bounds on absolute distance from measurement of blur
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Estimating Relative Distance from Perspective

• Grid lines placed on image to 
determine vanishing points

• Estimate local slant from linear 
perspective

• Calculate relative distances 

Distance Information from Perspective

X

Can’t estimate absolute distance from perspective
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Probabilistic Model

Depth-from-blur Distribution Depth-from-perspective Distribution Combined Depth Estimate

By combining information from blur & perspective, can estimate 
absolute distance & therefore absolute size

Held, Cooper, O’Brien, & Banks, TOG, 2009

Estimating Absolute Distance

retinal blur = 1.0°

X
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Estimating Absolute Distance

estimated 
distance =  8 

cm

Accuracy of Blur-distance Signals

Blur consistent with distance Blur & distance gradients aligned
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Distance Estimate with Aligned Gradients

Estimated distance = ~10 cm

Accuracy of Blur-distance Signals

Blur consistent with distance Blur & distance gradients not aligned
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Distance Estimates with Unaligned Gradients

Uncertain distance estimate

Psychophysical Experiment

•7 scenes from GoogleEarth

•Each scene rendered 4 ways: no blur, blur consistent with distance, 
blur & distance gradients aligned, blur & distance gradients 

orthogonal

•5 blur magnitudes

•Naïve subjects viewed each image monocularly for 3 sec

•Reported distance from marked building in image center to the 
camera that produced the imagecamera that produced the image

•7 repetitions, random order
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Experimental Results

Held, Cooper, O’Brien, & Banks, TOG, 2009

Disparity Geometry

z0

z1

I

XL XR



Martin S. Banks What should we know about Human Depth 
Perception in Constructing 3D Displays?

Blur Geometry

where

c1= |A(s0/z0)(1-(z0/z1))|

c1= |A(s0/z0)(1-(1/d))|

s1

s0
where

Geometries of Disparity & Blur

z0

z1
Comparing disparity & blur:

I

XL XR
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Natural Depth of Field

s1

s0

Summary

• Various user issues associated with stereo displays

• Compensation for incorrect viewing position is much less p g p
complete with stereo pictures than with conventional pictures

• Blur & accommodation matter to depth perception

Accommodation affects disparity scaling and hence perceived 3d shape

Vergence-accommodation conflicts cause visual discomfort/fatigue

Blur in combination with other pictorial cues can be effective cue to 
absolute distance

• Blur and disparity have similar geometries and may provide 
complimentary depth information in natural viewing
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Participants

Depth-weighted Blending

• Depth-weighted blending 
along lines of sight

• Weights dependent on 
dioptric distances to 

planes

Akeley, Watt, Girshick, & Banks (2004), SIGGRAPH.
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Switchable Lens & Multi-plane Display

Birefringent material has 
ordinary & extra ordinaryordinary & extra-ordinary 

refractive indices 
depending on polarization

Calcite lens has two focal 
lengths Fo&Fe

Variation in power effected 
by polarization modulator 

(FLC)(FLC)

Can stack lenses; 2N states

Love, Hoffman, Hands, Kirby,Gao, &Banks, Optics Express, 2009



Christopher Healey

3 Perceptually Motivated Visualization

3.1 Introduction

A fundamental goal of visualization is to produce images of data that support
visual analysis, exploration and discovery, and identifying novel insights. An
important consideration during visualization design is the role of human visual
perception [79, 111, 114, 125]. How we “see” details in an image can directly
impact a user‘s efficiency and effectiveness. This article surveys research on
attention and visual perception, with a specific focus on results that have direct
relevance to visualization and visual analytics. We discuss theories of low-level
visual perception, then show how these findings form a foundation for more
recent work on visual memory and visual attention.

3.2 Visual Attention and Preattentive Processing

For many years vision researchers have been investigating how the human vi-
sual system analyzes images. An important initial result was the discovery of a
limited set of visual properties that are detected very rapidly by low-level and
fast-acting visual processes. These properties were initially called preattentive,
since their detection seemed to precede focused attention. We now know that
attention plays a critical role in what we see, even at this early stage of vi-
sion. The term preattentive continues to be used, however, since it conveys an
intuitive notion of the speed and ease with which these properties are identified.

Typically, tasks that can be performed on large multi-element displays in less
than 200–250 milliseconds (msec) are considered preattentive. Eye movements
take at least 200 msec to initiate, and random locations of the elements in the
display ensure that attention cannot be prefocused on any particular location,
yet viewers report that these tasks can be completed with very little effort. This
suggests that certain information in the display is “seen” in parallel by low-level
visual processes.

A simple example of a preattentive task is the detection of a red circle in a
group of blue circles (Fig. 1). The target object has a visual property red that
the blue distractor objects do not. A viewer can tell at a glance whether the
target is present or absent. Here the visual system identifies the target through
a difference in hue, specifically, a red target in a sea of blue distractors. Hue is
not the only visual feature that is preattentive. For example, viewers can just as
easily find a red circle in a background of red squares. Here, the visual system
identifies the target through a difference in curvature (or form).

A unique visual property in the target—a red hue or a curved form—allows
it to “pop out” of a display. A conjunction target made up of a combination of
non-unique features normally cannot be detected preattentively. For example,
consider combining the two backgrounds and searching for a red circle in a sea of
blue circles and red squares. The red circle target is made up of two features: red
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(a) (b)

(c) (d)

(e) (f)

Figure 1: Target detection: (a) hue target red circle absent; (b) target present;
(c) shape target red circle absent; (d) target present; (e) conjunction target red
circle present; (f) target absent

and circular. One of these features is present in each of the distractor objects—
red squares and blue circles. The visual system has no unique visual property
to search for when trying to locate the target. A search for red items always
returns true because there are red squares in each display. Similarly, a search
for circular items always sees blue circles. Numerous studies have shown that
a conjunction target cannot be detected preattentively. Viewers must perform
a time-consuming serial search through the display to confirm its presence or
absence.

If low-level visual processes can be harnessed during visualization, it can
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draw attention to areas of potential interest in a display. This cannot be ac-
complished in an ad-hoc fashion, however. The visual features assigned to dif-
ferent data attributes—the data-feature mapping—must take advantage of the
strengths of our visual system, must be well-suited to the analysis needs of
the viewer, and must not produce visual interference effects (e.g., conjunction
search) that could mask information.

3.3 Theories of Preattentive Processing

A number of theories have been proposed to explain how preattentive processing
occurs within the visual system: feature integration, textons, guided search,
and boolean maps. We provide an overview of these theories, then discuss
briefly feature hierarchies, which describes situations where the visual system
favors certain visual features over others, and ensemble coding, which shows
that viewers can generate summaries of the distribution of visual features in
a scene, even when they are unable to locate individual elements based those
same features.

3.3.1 Feature Integration

Anne Treisman was one of the original researchers to document the area of
preattentive processing [117, 115, 116]. In order to explain the phenomena,
Treisman proposed a model low-level human vision made up of a set of feature
maps and a master map of locations. Each feature map registers activity for
a specific visual feature. Treisman suggested a manageable number of feature
maps, including one for each of the opponent colors, as well as separate maps
for orientation, shape, and texture. When the visual system first sees an image,
all the features are encoded in parallel into their respective maps. A viewer
can access a particular map to check for activity, and perhaps to determine the
amount of activity. The individual feature maps give no information about lo-
cation, spatial arrangement, or relationships to activity in other maps, however.

3.3.2 Textons

Bela Julész was also instrumental in expanding our understanding of what we
”see” in an image. Jullész initially focused on statistical analysis of texture
patterns [55, 56, 57, 58, 59]. His goal was to determine whether variations in
a particular order statistic were detected by the low-level visual system, for
example contrast—a first-order statistic—orientation and regularity—a second-
order statistic—and curvature—a third-order statistic. Based on these findings,
Julész suggested that the early visual system detects a group of features called
textons, which fall into three general categories:

1. Elongated blobs—line segments, rectangles, or ellipses—with specific prop-
erties of hue, orientation, width, and so on.

2. Terminators—ends of line segments.

39



(a) (b) (c)

Figure 2: Textons: (a,b) two textons A and B that appear different in isolation,
but have the same size, number of terminators, and join points; (c) a target
group of B -textons is difficult to detect in a background of A-textons when
random rotation is applied

3. Crossings of line segments

Julész believed that only a difference in textons or in their density could be
detected preattentively (Fig. 2). No positional information about neighboring
textons is available without focused attention. Like Treisman, Julész suggested
that preattentive processing occurs in parallel and focused attention occurs in
serial.

3.3.3 Guided Search

More recently, Jeremy Wolfe has proposed a theory that he calls “guided search.”
He hypothesized that an activation map based on both bottom-up and top-
down information is constructed during visual search. Attention is drawn to
peaks in the activation map that represent areas in the image with the largest
combination of bottom-up and top-down influence [131, 132, 130].

As with Treisman, Wolfe believes early vision divides an image into indi-
vidual feature maps. In his theory, there is one map for each feature type—a
color map, an orientation map, and so on. Within each map a feature is filtered
into multiple categories. Bottom-up activation follows feature categorization. It
measures how different an element is from its neighbors. Top-down activation
is a user-driven attempt to find items with a specific property or set of proper-
ties. The activation map is a combination of bottom-up and top-down activity.
Hills in the activation map mark regions that generate relatively large amount
of bottom-up or top-down influence, but without providing information about
the source of a hill. A subject‘s attention is drawn from hill to hill in order of
decreasing activation.
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(a) (b)

(c) (d)

Figure 3: Conjunction search with boolean maps: (a–b) blue horizontal target,
select “blue” objects, then search within for a horizontal target, present in (a),
absent in (b); (c–d) red vertical target, select “red” objects, then search within
for a vertical target, absent in (c), present in (d)

3.3.4 Boolean Maps

A more recent model of low-level vision has been presented by Huang et al.
[52, 53]. This theory carefully divides visual search into two parts: selection
and access. Selection involves choosing a set of objects from a scene. Access
determines what properties of the selected objects a viewer can apprehend.
Although both operations are implicitly present in previous theories, they are
often described as a whole and not as separate steps.

Huang et al. suggest that the visual system can divide a scene into exactly
two parts: selected elements and excluded elements. This is the “boolean map”
that underlies their theory. The visual system can then access certain properties
of the selected elements in the map. Once a boolean map is created, two prop-
erties are available to a viewer: the label for any feature in the map, and the
spatial location of the selected elements (Fig. 3). Boolean maps can be created
in two ways. First, a viewer can specify a single value of an individual feature
to select all objects that contain that feature. Second, union or intersection can
be applied to two existing maps. In either case, only the result is retained, since
evidence suggests that a viewer can only hold and access one boolean map at
a time. Viewers can chain these operations together to search for targets in a
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fairly complex scene.

3.3.5 Ensemble Coding

Existing characterizations of preattentive vision have focused on how low level-
visual processes can be used to guide attention to specific location or object in
a larger scene. An equally important characteristic of low-level visual processes
is their ability to generate a quick summary of how simple visual features are
distributed across the field of view. The ability of humans to register a rapid and
in-parallel summary of a scene in terms of its simple features was first reported
by Ariely [4]. He demonstrated that observers could extract the average size of a
large number of dots from only a single glimpse at a display. Yet, when observers
were tested on the same displays and asked to indicate whether a single dot of
a given size was present, they were unable to do so. This suggests that there
is a preattentive mechanism that records summary statistics of visual features
without retaining information about the constituent elements that generated
the summary.

This ability to rapidly identify scene-based averages may offer important
advantages in certain visualization environments. For example, given a stream
of real-time data, ensemble coding would allow viewers to observe the stream at a
high frame rate, yet still identify individual frames with interesting distributions
of visual features (i.e. attribute values). Ensemble coding would also be critical
for any situation where viewers want to estimate the amount of a particular data
attribute in a display. These capabilities were hinted at in a paper by Healey
et al., but without the benefit of ensemble coding as a possible explanation.

3.3.6 Feature Hierarchies

One promising strategy for multidimensional visualization is to assign different
visual features to different data attributes. This allows multiple data values to
be shown simultaneously in a single image. A key requirement of this method is a
data-feature mapping that does not produce visual interference. One example of
interference is a conjunction target. Another example is the presence of feature
hierarchies that appears to exist in the visual system. For certain tasks one
visual feature may be “more salient” than another. Researches in psychophysics
and visualization have demonstrated a hue-shape hierarchy: the visual system
favors color over shape [15, 16, 17, 48, 49]. Background variations in hue interfere
with a viewer‘s ability to identify the presence of individual shapes and the
spatial patterns they form. If hue is held constant across the display, these
same shape patterns are immediately visible. The interference is asymmetric:
random variations in shape have no effect on a viewer‘s ability to see color
patterns. Similar luminance-hue and hue-texture hierarchies have also been
identified.
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3.4 Visual Memory

Preattentive processing asks in part: “What visual properties draw our eyes,
and therefore our focus of attention to a particular object in a scene?” An
equally interesting question is: “What do we remember about an object or a
scene when we stop attending to it and look at something else?” Many viewers
assume that as we look around us we are constructing a high-resolution, fully
detailed description of what we see. Researchers in psychophysics have known
for some time that this is not true. In fact, in many cases our memory for detail
between glances at a scene is very limited. Evidence suggests that a viewer‘s
current state of mind can play a critical role in determining what is seen and
what is not.

We present three theories that demonstrate and attempt to explain this
phenomena: change blindness, inattentional blindness, and attentional blink.
Understanding what we remember as we focus on different parts of a visualiza-
tion is critical to designing visualizations that encourage locating and retaining
the information that is most important to the viewer.

3.4.1 Change Blindness

New research in psychophysics has shown that an interruption in what is being
seen—a blink, an eye saccade, or a blank screen—renders us “blind” to signifi-
cant changes that occur in the scene during the interruption [104, 69, 105, 110].
This change blindness phenomena can be illustrated using a task similar to one
shown in comic strips for many years. A viewer is shown two pairs of images.
A number of significant differences exists between the images. Many viewers
have a difficult time seeing any difference and often have to be coached to look
carefully to find it. Once they discover it, they realize that the difference was
not a subtle one. Change blindness is not a failure to see because of limited
visual acuity; rather, it is a failure based on inappropriate attentional guidance.
Some parts of the eye and the brain are clearly responding differently to the two
pictures. Yet, this does not become part of our visual experience until attention
is focused directly on the objects that vary.

The presence of change blindness has important implications for visualiza-
tion. The images we produce are normally novel for our viewers, so prior expec-
tations cannot be used to guide their analyses. Instead, we strive to direct the
eye, and therefore the mind, to areas of interest or importance within a visual-
ization. This ability forms the first step towards enabling a viewer to abstract
details that will persist over subsequent images.

3.4.2 Inattentional Blindness

A related phenomena called inattentional blindness suggests that viewers fail
to perceive objects or activities that occur outside of the focus of attention
[69]. This phenomena is illustrated through an experiment conducted by Neisser
[90, 109]. His experiment superimposed video streams of two basketball games.
Players wore white shirts in one stream and black shirts in the other. Subjects
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(a)

(b)

Figure 4: Change blindness, a major difference exists between the two images

attended to one team—either white or black—and ignored the other. Whenever
the subject’s team made a pass, they were told to press a key. After about 30
seconds of video, a third stream was superimposed showing a woman walking
through the scene with an open umbrella. The stream was visible for about 4
seconds, after which another 25 seconds of basketball video was shown. Follow-
ing the trial, only six of twenty-eight naive observers reported seeing the woman.
When subjects only watched the screen and did not count passes, 100% noticed
the woman.

Additional issues with relevance to visualization are also being investigated.
Most et al. are studying the relationship between inattentional blindness and at-
tentional capture, the ability of an object to draw the focus of attention without
a viewer’s active participation. Researchers are also studying how perceptual
load affects inattentional blindness. Finally, results suggest meaningful objects
(e.g., a person’s name or a happy face icon) may be easier to notice.
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3.4.3 Attentional Blink

In each of the previous methods for studying visual attention, the primary em-
phasis is on how human attention is limited in its ability to represent the details
of a scene (change blindness) and in its ability to represent multiple objects at
the same time (inattentional blindness). But attention is also severely limited
in its ability to process information that arrives in quick succession, even when
that information is presented at a single location in space. The attentional blink
paradigm is currently the most widely used method to study the availability of
attention across time. Its name—”blink”—derives from the finding that when
two targets are presented in rapid succession, the second of the two targets
cannot be detected or identified when it appears within approximately 100–500
msec following the first target [14, 101]. This suggests that that attention op-
erates over time like a window or gate, opening in response to finding a visual
item that matches its current criterion or template and then closing shortly
thereafter to consolidate that item as a distinct object or event from others.
The attentional blink is an index of the “dwell-time” needed to consolidate a
rapidly presented visual item into visual short term memory.

3.5 Conclusions

This presentation surveys past and current theories of low-level visual percep-
tion and visual attention. Initial work in preattentive processing identified basic
visual features that can implicitly or explicitly capture a viewer’s focus of at-
tention. More recent work has extended this to study limited visual memory
for change—change blindness and attentional blink—and being “blind” to ob-
jects that are outside the focus of attention—inattentional blindness. Each of
these phenomena have significant consequences for visualization. We strive to
produce images that are salient and memorable, and that guide attention to
locations of importance within the data. Understanding what the visual seems
sees and does not see is critical to designing effective visual displays.
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Ann McNamara

4 Perceptually Motivated Rendering

4.1 Visual Perception in Realistic Image Synthesis

Realism is often a primary goal in computer graphics imagery. We strive to cre-
ate images that are perceptually indistinguishable from an actual scene. Ren-
dering systems can now closely approximate the physical distribution of light
in an environment. However, physical accuracy does not guarantee that the
displayed images will have an authentic visual appearance. In recent years the
emphasis in realistic image synthesis has begun to shift from the simulation of
light in an environment to images that look as real as the physical environment
they portray. In other words the computer image should be not only physically
correct but also perceptually equivalent to the scene it represents. This implies
aspects of the Human Visual System (HVS) must be considered if realism is
required. Visual perception is employed in many different guises in graphics to
achieve authenticity [92, 7]. Certain aspects of the HVS must be considered to
identify the perceptual effects that a realistic rendering system must achieve in
order to effectively reproduce a similar visual response to a real scene. This
section outlines the main characteristics of the HVS and the manner in which
knowledge about visual perception is increasingly appearing in state-of-the-art
realistic image synthesis. Perception driven rendering algorithms are described,
which focus on embedding models of the HVS directly into global illumination
computations in order to improve their efficiency.

4.1.1 Visual Perception

Perception is the process by which humans, and other organisms, interpret
and organize sensation in order to understand their surrounding environment.
Sensation refers to the immediate, relatively unprocessed result of stimulation
of sensory receptors. Perception, on the other hand, is used to describe the
ultimate experience and interpretation of the world and usually involves further
processing of sensory input. Sensory organs translate physical energy from the
environment into electrical impulses processed by the brain. In the case of vision
light, in the form of electromagnetic radiation, activates receptor cells in the eye
triggering signals to the brain. These signals are not understood as pure energy,
rather, perception allows them to be interpreted as objects, events, people and
situations.

4.1.2 The Human Visual System

Vision is a complex process that requires numerous components of the human
eye and brain to work together. Vision is defined as the ability to see the features
of objects we look at, such as color, shape, size, details, depth, and contrast.
Vision begins with light rays bouncing off the surface of objects. These reflected
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light rays enter the eye and are transformed into electrical signals. Millions of
signals per second leave the eye via the optic nerve and travel to the visual
area of the brain. Brain cells then decode the signals providing us with sight.
The response of the human eye to light is a complex, still not well understood
process. It is difficult to quantify due to the high level of interaction between
the visual system and complex brain functions. A sketch of the anatomical
components of the human eye is shown in Figure 5 The main structures are the
iris, lens, pupil, cornea, retina, vitreous humor, optic disk and optic nerve.

Figure 5: Cross section of the human eye

The path of light through the visual system begins at the pupil, is focused
by the lens, then passes onto the retina, which covers the back surface of the
eye. The retina is a mesh of photoreceptors, which receive light and pass the
stimulus on to the brain. The internal structure of the human eye, a sphere,
typically 12mm in radius, is enclosed by a protective membrane, the sclera. At
the front of the sclera lies the cornea, a protruding opening, and an optical
system comprising the lens and ciliary muscles which change the shape of the
lens providing variable focus. Light enters the eye though the lens and proceeds
through the vitreous humor, a transparent substance, to the rear wall of the eye,
the retina. The retina has photoreceptors coupled to nerve cells, which intercept
incoming photons and output neural signals. These signals are transmitted to
the brain through the optic nerve, connected to the retina at the optic disk
or papilla, more commonly known as the blind spot. The retina is composed
of two major classes of receptor cells known as rods and cones. The rods are
extremely sensitive to light and provide achromatic vision at low (scotopic)
levels of illumination. The cones are less sensitive than the rods but provide
color vision at high (photopic) levels of illumination. A schematic drawing of
rod and cone cells is shown in Figure 5. Cones are nerve cells that are sensitive
to light, detail, and color. Millions of cone cells are packed into the macula,
aiding it in providing the visual detail needed to scan the letters on an eye
chart, see a street sign, or read the words in a newspaper. Rods are designed for
night vision. They also provide peripheral vision, but they do not see as acutely
as cones. Rods are insensitive to color. When a person passes from a brightly lit
place to one that is dimly illuminated, such as entering a movie theatre during
the day, the interior seems very dark. After some minutes this impression passes
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and vision becomes more distinct. In this period of adaptation to the dark, the
eye becomes almost entirely dependent on the rods for vision, which operate
best at very low light levels. Since the rods do not distinguish color, vision in
dim light is almost colorless.

Cones provide both luminance and color vision in daylight. They contain
three different pigments, which respond either to blue, red, or green wavelengths
of light. A person who is missing one or more of the pigments is said to be
color-blind and has difficulty distinguishing between certain colors, such as red
from green. These photoreceptor cells are connected to each other and the gan-
glion cells which transmit signals to and from the optic nerve. Connections
are achieved via two layers, the first and second synaptic layers. The intercon-
nections between the rods and cones are mainly horizontal links, indicating a
preferential processing of signals in the horizontal plane.

Normal daytime vision, where the cones predominate visual processing, is
termed photopic, whereas low light levels where the rods are principally respon-
sible for perception is termed scotopic vision. When both rods and cones are
equally involved then vision is termed mesopic. Visual acuity is the ability of
the Human Visual System (HVS) to resolve detail in an image. The human
eye is less sensitive to gradual and sudden changes in brightness in the image
plane but has higher sensitivity to intermediate changes. Acuity decreases with
increase in distance. Visual acuity can be measured using a Snellen Chart, a
standardized chart of symbols and letters. Visual field indicates the ability of
each eye to perceive objects to the side of the central area of vision. A normal
field of vision is 180 degrees .

4.1.3 Contrast

Contrast is defined as:

lmax =
lmax − lmin

lmax + lmin
(1)

where lmax and lmin are the maximum and minimum luminance. Human
brightness sensitivity is logarithmic, so it follows that for the same perception,
higher brightness requires higher contrast. Apparent brightness is dependent
on background brightness. This phenomenon, termed simultaneous contrast,
is illustrated in Figure 6. Despite the fact that all centre squares are the
same brightness, they are perceived as different due to the different background
brightness.
Depth Perception is the ability to see the world in three dimensions and to
perceive distance. Images projected onto the retina are two-dimensional, and
from these flat images vivid three dimensional worlds are constructed. Binoc-
ular Disparity and monocular cues provide information for depth perception.
Binocular disparity is the difference between the images projected onto the left
and right eye. The brain integrates these two images into a single three dimen-
sional image to allow depth and distance perception. Monocular cues are cues to
depth that are effective when viewed with only one eye, including interposition,
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Figure 6: Simultaneous Contrast. Despite the fact that all centre squares are the
same brightness, they are perceived as different due to the different background
brightness.

atmospheric perspective, texture gradient, linear perspective, size cues, height
cues and motion parallax.

4.1.4 Constancy

Perceptual Constancy is a phenomenon which enables the same perception of an
object despite changes in the actual pattern of light falling on the retina. Psy-
chologists have identified a number of perceptual constancies including lightness
constancy, color constancy, size constancy and shape constancy. Lightness Con-
stancy: The term lightness constancy describes the ability of the visual system
to perceive surface lightness correctly despite changes in the level of illumina-
tion.
Color Constancy: Closely related to lightness constancy, this is the ability of the
HVS to perceive the correct color of an object despite changes in illumination.
Shape Constancy: Objects are perceived as having the same shape regardless
of changes in their orientation. -example with cube, from front and side
Size Constancy: This is the tendency to perceive objects as staying the same
size despite changes in viewing distance.

4.1.5 Human Visual Perception

A number of psychophysical experimental studies have demonstrated many fea-
tures of how the HVS works. However, problems arise when trying to generalize
these results for use in computer graphics. This is because, often, experiments
are conducted under limited laboratory conditions and are typically designed to
explore a single dimension of the HVS. As described earlier, the HVS comprises
complex mechanisms, which rather than working independently, often features
work together, and therefore it makes sense to examine the HVS as a whole.
Instead of reusing information from previous psychophysical experiments, new
experiments are needed. Some examples will support this. Figure 2.6: When
a black and white patterned top shown on the left is rotated at 5-10 revolu-
tions per second, colored rings can be seen. The light intensity distribution of
the rotating pattern as a function of time is shown on the right. Spatiotem-
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poral interactions between antagonistic, spectrally opponent color mechanisms
account for this phenomenon. A Benhams disk is a flat disc, half of which is
black and the other half has three sets of lines like the grooves on a record but
more spaced out, Figure 7. When the disk is spun a human observer sees red,
yellow and green rings, despite the fact that there are no colors in the pattern.
The curves on the right of the pattern begin to explain what happens. Each
curve plots the temporal light intensity distribution at the different radii from
the centre, created when the top is spun. These changing light patterns produce
spatiotemporal interaction in the HVS that unbalance antagonistic, spectrally-
opponent mechanisms to create the appearance of colored rings. This illusion
demonstrates that, although it may be convenient to model the HVS in terms
of unidimensional responses to motion, pattern and color, human percepts are
in fact the product of complex multidimensional response.

Figure 7: When a black and white patterned top shown on the left is rotated
at 5-10 revolutions per second, colored rings can be seen. The light inten-
sity distribution of the rotating pattern as a function of time is shown on the
right. Spatiotemporal interactions between antagonistic, spectrally opponent
color mechanisms account for this phenomenon.

A second example, Figure 8, shows the panels in checkerboard block on
the left and a flat pattern on the right, which have the same reflectance, but
differences in their three-dimensional organization means they are perceived dif-
ferently. The two panels marked with Xs have the same reflectance, but on the
block they appear to have different reflectance under different levels of illumi-
nation. Conversely, the two panels marked with Os have different reflectance
values but on the block appear to be the same color due to the different illu-
mination conditions. This demonstrates the complexity of interactions between
apparent reflectance, apparent illumination and apparent shape that can dra-
matically affect human perception.
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Figure 8: Interaction between apparent reflection, apparent illumination and
apparent three-dimensional shape. Corresponding panels in the two patterns
have the same physical reflectance. Differences in the perceived spatial orga-
nization of the patterns produces differing interpretations in terms of lightness
(apparent reflectance) and brightness (apparent illumination).

4.1.6 Lightness Perception

Gilchrist [43, 44, 18] justified the systematic study of lightness error as an un-
derstanding of the HVS. He found that there are always errors when judging
lightness, and these errors are not random, but systematic. The pattern of these
systematic errors therefore provide a signature of the visual system. He defines
a lightness error as any difference between the actual reflectance of a target sur-
face and the reflectance of the matching chip selected from a Munsell chart. The
task defined for the psychophysical experiments described later in this thesis in-
volves asking human observers to match the reflectance of real world objects
to a Munsell chart, which gives a measure of errors in lightness matching. The
observer is then asked to match the reflectance of simulated objects (in a com-
puter generated rendition of the real world) to the same Munsell chart. This
gives a measure of lightness errors with respect to the computer image. There
are limitations on the HVS, so there will be errors (systematic errors) in both
cases. For the rendered image to be deemed a faithful representation, both sets
of lightness errors should be close to each other.

Gilchrist (1977) [45] showed that the perception of the degree of lightness of
a surface patch (i.e. whether it is white, gray or black) is greatly affected by
the perceived distance and orientation of the surface in question, as well as the
perceived illumination falling on the surface -where the latter was experimen-
tally manipulated through a variety of cues such as occlusion, or perspective.
Perception of the lightness of patches varying in reflectance may thus be a suit-
able candidate for the choice of visual task. It is simple to perform, and it is
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known that lightness constancy depends on the successful perception of lighting
and the 3D structure of a scene, for example Figure 9 When viewed in isolation,
the patches on the top left hand corner appear to be of different luminance.
However, when examined in the context of the entire scene, it can be seen that
the patches have been cut from the edge of the stairwell, and are perceived as
an edge where the entire stairwell has the same luminance. Lightness has been
applied when developing Tone Mapping techniques for High Dynamic Range
Imagery [61, 62].

Figure 9: Importance of depth perception for lightness constancy.

4.2 Perceptually driven rendering

Recent years have seen an increase in the application of visual perception to
computer graphics. As mentioned earlier, in certain applications it is impor-
tant that computer images should not only be physically correct but also per-
ceptually equivalent to the scene it is intended to represent. Realism implies
computational expense, and research is beginning to emerge to investigate how
knowledge of the human visual system can be used to cut corners and minimize
rendering times by guiding algorithms to compute only what is necessary to sat-
isfy the observer. Perception based image quality metrics, which can be used to
evaluate, validate and compare imagery have been presented [99, 97, 80, 76, 86].

Even for realistic image synthesis there may be little point spending time or
resources to compute detail in an image that would not be detected by a human
observer. By eliminating any computation spent on calculating image features
which lie below the threshold of visibility, rendering times can be shortened
leading to more efficient processing. Because the chief objective of physically
based rendering is realism, incorporating models of HVS behavior into rendering
algorithms can improve performance, as well as improving the quality of the
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imagery produced. So by taking advantage of the limitations of the human eye,
just enough detail to satisfy the observer can be computed without sacrificing
image quality. Several attempts have been made to develop image synthesis
algorithms that detect threshold visual differences and direct the algorithm to
work on those parts of an image that are in most need of refinement.

Raytracing produces an image by computing samples of radiance, one for
each pixel in the image plane. Producing an anti-aliased image is difficult unless
very high sampling densities are used. Mitchell [85] realized that deciding where
to do extra sampling can be guided by knowledge of how the eye perceives
noise as a function of contrast and color. Studies have shown that the eye
is most sensitive to noise in intermediate frequencies [123]. While frequencies
of up to 60 cycles per degree (cpd) can be visible, the maximum response to
noise is at approximately 4.5 cpd, so sampling in regions with frequency above
this threshold can be minimized, without affecting the visual quality of the
image. Mitchell begins by sampling the entire image at low frequency then uses
an adaptive sample strategy on the image according to the frequency content.
This results in a non uniform sampling of the image, which enables aliasing
noise to be channelled into high frequencies where artifacts are less conspicuous.
However, non-uniform sampling alone doesnt eliminate aliasing, just changes its
characteristics to make it less noticeable. Mitchell applies two levels of sampling.
To decide whether the high sampling density should be invoked the variance of
samples could be used [89], but this is a poor measure of visual perception of
local variation. Instead Mitchell chooses to use contrast to model the non-linear
response of the eye to rapid variations in light intensity:

As each sample consists of three separate intensities for red, green and blue,
three separate contrasts can be computed for each of them. These three con-
trasts are tested against separate thresholds, 0.4, 0.3 and 0.6 for red, green and
blue respectively, and super-sampling is done if any one exceeds the threshold.
The contrast metric is then used to determine when the high sampling density
should be invoked. This test is most sensitive to green in accordance with the
human eyes response to noise as a function of color. Multi stage filters are then
used to reconstruct the non-uniform samples into a digital image. Although
this idea has the beginnings of a perceptual approach, it is at most a crude
approximation to the HVS. Only two levels of sampling are used and it doesnt
account for visual masking 1.

The HVS exhibits different spatial acuities in response to different colors.
Evidence exists that color spatial acuity is less than monochrome spatial acuity.
Exploiting this poor color spatial acuity of the HVS, Meyer and Liu [84] devel-
oped an adaptive image synthesis algorithm which uses an opponents processing
model of color vision [61] comprising chromatic and achromatic color channels.
Using a Painter and Sloan [121] adaptive subdivision, a k-D 2 tree representa-
tion 3 of the image is generated. Areas of the image containing high frequency

1The presence of high spatial frequency in an image can mask the presence of other high
frequency information

2A KD Tree is a data structure that is used in computer science during orthogonal range
searching
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information are stored at the lower levels of the tree. They then modified a
screen subdivision raytracer to limit the depth to which the k-D tree must be
descended to compute the chromatic color channels. The limit is determined
by psychophysical results describing the color spatial frequency. They achieved
a modest saving in computational effort and showed, using a psychophysical
experiment, that decreasing the number of rays used to produce the chromatic
channels had less of an effect on image quality than reducing the number of rays
used to create the achromatic channels. This was the first work to attempt to
minimize the computation of color calculations, as opposed to just decreasing
costly object intersection calculations.

Bolin and Meyer [9] took a frequency based approach to raytracing, which
uses a simple vision model, making it possible for them to control how rays are
cast in a scene. Their algorithm accounts for the contrast sensitivity, spatial
frequency and masking properties of the HVS. The contrast sensitivity response
of the eye is non-linear. So, when deciding where rays should be cast, the algo-
rithm deems a luminance difference at low intensity to be of greater importance
than the same luminance difference at high intensity. The spatial response of
the HVS is known to be less for patterns of pure color than for patterns that
include luminance differences. This means that it is possible to cast fewer rays
into regions with color spatial variations than are cast in regions with spatial
frequency variations in luminance. Finally, it is known that the presence of
high spatial frequency can mask the presence of other high frequency informa-
tion (masking). When used in conjunction with a Monte Carlo raytracer, more
rays are spawned when low frequency terms are being determined than when
high frequency terms are being found. Using this strategy, the artifacts that
are most visible in the scene can be eliminated from the image first, then noise
can be channelled into areas of the image where artifacts are less conspicuous.
This technique is an improvement on Mitchells method because the vision model
employed accounts for contrast sensitivity, spatial frequency and masking.

Despite the simplicity of the vision models used in these approaches, the
results are promising, especially as they demonstrate the feasibility of embedding
HVS models into the rendering systems to produce more economical systems
without forfeiting image quality. Fueled by the notion that more sophisticated
models of the HVS would yield even greater speedup, several researchers began
to introduce more complex models of the HVS into their global illumination
computations.

Myszkowski [88] applied a more sophisticated vision model to steer compu-
tation of a Monte Carlo based raytracer. Aiming to take maximum advantage
of the limitations of the HVS, his model included threshold sensitivity, spatial
frequency sensitivity and contrast masking. A perceptual error metric is built
into the rendering engine allowing adaptive allocation of computation effort into
areas where errors remain above perceivable thresholds and allowing computa-
tion to be halted in all other areas (i.e. those areas where errors are below
the perceivable threshold and thus not visible to a human observer). This per-
ceptual error metric takes the form of Dalys [25] Visible Difference Predictor
(VDP).
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Bolin and Meyer [10] devised a similar scheme, also using a sophisticated
vision model, in an attempt to make use of all HVS limitations. They integrated
a simplified version of the Sarnoff Visible Discrimination Model (VDM) into an
image synthesis algorithm to detect threshold visible differences and, based on
those differences direct subsequent computational effort to regions of the image
in most need of refinement. The VDM takes two images, specified in CIE XYZ
color space, as input. Output of the model is a Just Noticeable Difference (JND)
map. One JND corresponds to a 75% probability that an observer viewing
the two images would detect a difference [81]. They use the upper and lower
bound images from the computation results at intermediate stages and used the
predictor to get an error estimate for that stage. Drettakis et al introduced a
perceptual rendering pipeline which takes into account visual masking due to
contrast and spatial frequency[29]. Scenes are split into layers to account for
inter-object masking. Using a perceptually driven level of detail algorithm the
layers are then used to choose an appropriate level of detail for each object based
on predicted contrast and and spatial masking. A subsequent user study showed
that their algorithmic choices corresponded well with perceived differences in the
images. Masking has also been used in geometric modeling, Lavoué et. al. [65]
introduced the notion of roughness for a 3D mesh. Roughness gives a measure
of geometric noise on the surface, based on this noise masking can be invoked
to hide geometric distortions.

Applying a complex vision model at each consecutive time step of image
generation requires repeated evaluation of the embedded vision model. The
VDP can be expensive to process due to the multi-scale spatial processing in-
volved in some of its components. This means that in some cases the cost of
recomputing the vision model may cancel the savings gained by employing the
perceptual error metric to speed up the rendering algorithm. To combat this,
Ramasubramanian [100] introduced a metric that handles luminance-dependent
processing and spatially-dependent processing independently, allowing the ex-
pensive spatially-dependent component to be precomputed. Ramasubramanian
developed a physical error metric that predicts the perceptual threshold for
detecting artifacts in the image. This metric is then used to predict the sensi-
tivity of the HVS to noise in the indirect lighting component. This enables a
reduction in the number of samples needed in areas of an image with high fre-
quency texture patterns, geometric details, and direct lighting variations, giving
a significant speedup in computation.

Using validated image models that predict image fidelity, programmers can
work towards achieving greater efficiencies in the knowledge that resulting im-
ages will still be faithful visual representations. Also in situations where time
or resources are limited and fidelity must be traded off against performance,
perceptually based error metrics could be used to provide insights into where
computation could be economized with least visual impact.

In addition to Tone Mapping Operators (TMOs) being useful for rendering
calculated luminance to the screen [119, 63, 26, 103], they are also useful for
giving a measure of the perceptible difference between two luminances at a given
level of adaptation. This function can then be used to guide algorithms, such as
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discontinuity meshing, where there is a need to determine whether some process
would be noticeable or not to the end user.

Gibson and Hubbold [42] have used features of the threshold sensitivity dis-
played by the HVS to accelerate the computation of radiosity solutions. A
perceptually based measure controls the generation of view independent radios-
ity solutions. This is achieved with an a priori estimate of real-world adaptation
luminance, and uses a TMO to transform luminance values to display colors and
is then used as a numerical measure of their perceived difference. The model
stops patch refinement once the difference between successive levels of elements
becomes perceptually unnoticeable. The perceived importance of any potential
shadow falling across a surface can be determined, this can be used to control
the number of rays cast during visibility computations. Finally, they use per-
ceptual knowledge to optimize the element mesh for faster interactive display
and save memory during computations. This technique was used on the adap-
tive element refinement, shadow detection, and mesh optimization portions of
the radiosity algorithm.

Discontinuity meshing is an established technique used to model shadows in
radiosity meshes. It is computationally expensive, but produces meshes which
are far more accurate and which also contain fewer elements. Hedley et al. [50]
used a perceptually informed error metric to optimize adaptive mesh subdivision
for radiosity solutions, the goal being to develop scalable discontinuity meshing
methods by considering visual perception. Meshes were minimized by discard-
ing discontinuities which had a negligible perceptible effect on a mesh. They
demonstrated that a perception-based approach results in a greater reduction
in mesh complexity, without introducing more visual artifacts than a purely
radiometrically-based approach.

Farrugia and Peroche [36] used a perceptual metric for discontinuity refine-
ment to develop a progressive radiance evaluation based on the work of Guo et.
al. [46]. Guo used an iterative process to construct an irregular subdivision of
the image in blocks which refer to smooth regions, or discontinuous regions to
build a Directional Coherence Map (DCM). As the algorithm proceeds the cur-
rent DCM dictates where new samples are taken. A contrast based perceptual
heuristic based on contrast over samples corresponding to the corners of each
block is used. Farrugia and Peroch extend this by applying a visual differences
predictor based on Pattanaik et al.s Multiscale Model of Adaptation and Spa-
tial Vision to classify their subdivision cells [94]. To speed up computation they
apply the metric over each cell pair using a statistical approach based on Albin
et. al. [2].

Recognizing that the illumination on a surface can be split into separable
components, which can be individually computed, Stokes et. al [112] introduced
a new approach which applied a perceptual metric on each component. After
a suite of psychophysical experiments to probe various global illumination sce-
narios they determined limited contribution of light path interaction and fitted
a mathematical model used to guide rendering based on the metric predicted
relative importance of each component as a function of visible surface materials.

Ramanarayanan et. al. noticed that when viewing an aggregate, observers
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attend less to individual objects and focus more on overall properties such as
numerosity, variety, and arrangement. They also noted that rendering and
modeling costs increase with aggregate complexity, exactly when observers are
attending less to individual objects. They presented new aggregate perception
metrics to simplify scenes by substituting geometrically simpler aggregates for
more complex ones without changing appearance [98].

Ramanarayanan [99] worked toward developing a perceptual metrics based
on higher order aspects of visual coding and introduced the term ”Visual equiv-
alence”. Images are visually equivalent if they convey the same impressions of
scene appearance, even if they are visibly different. They conducted a series of
psychophysical experiments to investigate how object geometry, material, and
illumination interact influence appearance. In their paper they characterized
conditions under which two classes of transformations on illumination maps
(blurring and warping) yield images that are visually equivalent to reference
solutions, and from this developed a metric to predict visual equivalence.

4.3 Conclusion

Using validated image models that predict image fidelity, programmers can work
toward achieving greater efficiencies in the knowledge that resulting images will
still be faithful visual representations. Also in situations where time or resources
are limited and fidelity must be traded off against performance, perceptually
based error metrics could be used to provide insights into where computation
could be economized with least visual impact.

Some of the applications of visual perception in computer graphics were ex-
plored. For many applications computer imagery should not only be physically
correct but also perceptually equivalent to the scene it represents. Knowledge
of he HVS can be employed to greatly benefit the synthesis of realistic images
at various stages of production. Global illumination computations are costly in
terms of computation. There is a great deal of potential to improve the effi-
ciency of such algorithms by focusing computation on the features of a scene
which are more conspicuous to the human observer. Those features that are
below perceptual visibility thresholds have no impact on the final solution, and
therefore can be omitted from the computation, increasing efficiency without
causing any perceivable difference to the final image. Perceptual metrics in-
volving advanced HVS models can be used to determine the visible differences
between a pair of images. These metrics can then be used to compare and eval-
uate image quality. They can also be used within the rendering framework to
steer computation into regions of an image which are in most need of refinement,
and to halt computation when differences in successive iterations of the solution
become imperceptible.
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Katerina Mania

5 Perceptually Motivated Simulation and Vir-
tual Environments

5.1 Introduction

Computer graphics algorithms have for long dealt with simulation of physics:
simulation of the geometry of a real-world space, simulation of the light propa-
gation in a real environment and simulation of motor actions with appropriate
tracking. Perception principles have subsequently been incorporated into ren-
dering algorithms [82], in order to save rendering computation, mainly following
the generic idea of “do not render what we cannot see” [77, 54, 68]. However,
with Virtual Environment (VE) simulator technologies aiming at simulating
real-world task situations, the research community is challenged to produce a
much more complex system which is perceptually optimized. We do not neces-
sarily require accurate simulation of physics to induce reality. Much less detail
is often adequate [126, 37, 72, 73].

5.2 Perceptually-based Selective Rendering

Perception principles have been incorporated into rendering algorithms in or-
der to optimize rendering computation and produce photorealistic images from a
human rather than a machine point of view. In order to economize on rendering
computation, selective rendering guides high level of detail to specific regions
of a synthetic scene and lower quality to the remaining scene, without com-
promising the level of information transmitted. Scene regions that have been
rendered in low and high quality can be combined to form one complete scene.
Such decisions are guided by predictive attention modeling, gaze or task-based
information.

In order to economize on rendering computation, previous research dealing
with interactive synthetic scenes has been focused on either rendering in high
quality the 2-3 degrees foveal region of vision and with less detail the periphery
of vision based on gaze information [70], or rendering in high quality the foveal
area based on a-priory knowledge of the viewers task focus [19, 113]. Gaze-
dependent rendering encounters difficulties of maintaining display updates free
of visual artifacts after a fast ( 4ms) eye saccade. Such processes are quite
computationally demanding, however, if the speed gaze-to-rendering issue is re-
solved, task performance results are indistinguishable to a fully fledged, high
resolution real-time environment. It has also been proposed to assign selective
high quality rendering in the visual angle of the fovea (2o) centered on the users
task focus [19, 113]. This approach, however, cannot be applied when there is no
overt task to be conducted. Moreover, there is no acceptable model of compar-
ing or predicting task-relevant saccades. Following a different approach, Haber
et al. [47] suggested rendering the informative areas of a scene in varying quality
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based on saliency models. Such models aim to predict the visual features that
involuntarily attract visual attention such as object edges, sudden color changes
or movements. It was proposed that the most noticeable areas as derived from
saliency modeling should be rendered in higher quality. Bottom-up visual atten-
tion models are not shown to predict attention regions successfully [77]. Correla-
tion between actual human and computationally-derived scan-paths was found
to be much lower than predicted when carrying out a real-world task such as
making a cup of tea [35]. Moreover, we have no generally accepted model of
comparing scan paths.

A comprehensive approach should be task and gaze-independent, simulating
cognitive processes rather than predicting attention employing bottom-up pro-
cesses such as saliency models. A recent selective rendering approach exploits
existing research on memory schemata which could ultimately guide selective
rendering based on spatial cognition processes. Schemata are knowledge struc-
tures based on the notion that an individuals prior experience will influence
how he or she perceives, comprehends and remembers new information. When
participants are exposed to a large amount of information in a scene, cogni-
tive psychologists have suggested that schemata are used to guide the search
for information in memory [13]. A general premise derived from this research
is that information which is not related to the schema being used in retrieval
will be harder to recall than information which is schema related. In terms of
real world scenes, schemata represent the general meaning of a scene such as
office, theatre etc. Schemata influence memory of the objects in a given context
according to their association with the schema in place. When being exposed
to a synthetic environment, similar information should be transmitted between
the simulated scene and the real- world scene, both depicting a specific schema.
This would, in due course, indicate which objects or areas in a synthetic scene
could be rendered in lower quality without affecting information uptake but at
the same time reducing computational complexity [87].

Flannery and Walles [39] investigated how schema theories apply to real
versus virtual memories. Participants were instructed to explore either a virtual
or a similar real environment for 20 seconds, without prior knowledge that
their memory of the space would be subsequently assessed. Participants then
completed a recognition task. Recognition scores revealed that participants
had better recognition for consistent objects, but were more confident for the
recognition of the inconsistent objects.

Previous work [71, 72], included a preliminary investigation of the effect of
object type (consistent vs. inconsistent) and shadows (flat-shaded scene vs. ra-
diosity scene) on object memory recognition in a VE. The computer graphics
simulation was displayed on a Head Mounted Display (HMD) utilizing stereo
imagery and head tracking. Thirty-six participants across three conditions of
varied rendering quality of the same space were exposed to the computer graph-
ics environment and completed a memory recognition task. The high-quality
and mid-quality conditions included a pre-computed radiosity simulation of an
academics office (with 80% and 40% radiosity iterations computed respectively).
The low-quality condition consisted of a flat-shaded version of the same office.
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Results revealed that schema consistent elements of the scene were more likely to
be recognized than inconsistent information. Overall, higher confidence ratings
were assigned to consistent rather than inconsistent items. Total object recog-
nition was better for the scene including rough shadows (mid-quality condition)
compared to the flat-shaded scene. The presence of accurate shadow informa-
tion, though, did not affect recognition of consistent or inconsistent objects,
therefore lower quality of rendering was adequate for better memory recogni-
tion of consistent objects. This study was limited to the investigation of subtle
shadow variations. Another experimental study employed a more extreme set of
rendering types: wireframe with added color, and full radiosity [87] (Figure 3).
The proportion of inconsistent/consistent objects was varied, and object recog-
nition tests ensured that all objects were easily recognized in all conditions. The
results showed a significant interaction between rendering type, object type, and
consistency ratio. This suggests that inconsistent objects are only preferentially
remembered if the scene looks normal or if there are many such objects in an
abnormal scene such as in the wireframe condition. It was also shown that mem-
ory performance is better for the inconsistent objects in the radiosity rendering
condition compared to the wireframe condition. We conclude that memory for
objects can be used to assess the degree to which the context of a VE appears
close to expectations.

Despite contradictory results in literature as detailed above, it seems that
perceptual information can be complemented by involuntary knowledge based
on past experience. Experimental studies in synthetic scenes have revealed that
consistent objects which are expected to be found in a scene can be rendered
in lower quality without affecting information uptake taking advantage of such
expectations, whereas inconsistent items which are salient would require a high
level of rendering detail in order for them to be perceptually acknowledged [71].
Therefore, by exploiting schema theory, it is possible to reduce computational
complexity, producing scenes from a cognitive point of view without affecting
information uptake and resulting in an entirely novel and interdisciplinary ap-
proach which is gaze, task and saliency-model independent. A novel selective
rendering system has been presented that exploits schema theory by identify-
ing the perceptual importance of scene regions [134]. Objects that have been
rendered in low and high quality are incorporated in a scene based on schema
expectations. The rendered quality of these objects will change in real time,
dependent on user navigation and interaction [87].

High level visual cognition is that which takes place late in the HVS, that
is parietal and temporal cortex and into the frontal lobes when decisions based
on visual information need to be made. Low level visual cognition is that which
takes place in the occipital lobe, early on in the visual processing stream, e.g.
the visual signal is received in the retinae, and initially passed through the Lat-
eral Geniculate Nucleus to the occipital lobe at the back. Thus, these higher
decision processes are unaffected by changes in the experiments, whilst normal
(visual) cognition occurs as long as the scene is realistic. Taken together, the
results of previous studies investigating the effect of schemas on object recogni-
tion suggest that high-level visual cognition is generally unaffected by ubiquitous
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Figure 10: Task-based rendering [19].
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Figure 11: Gaze-based rendering [70].

Figure 12: Schema memory experimental studies [87].
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Figure 13: Selective Renderer Architecture [134].

graphics manipulations such as polygon count and depth of shadow rendering;
normal cognition operates as long as the scenes look acceptably realistic. On
the other hand, when the overall realism of the scene is greatly reduced, such
as in the wireframe condition, then visual cognition becomes abnormal. Specif-
ically, effects that distinguish schema-consistent from schema-inconsistent ob-
jects change because the whole scene now looks incongruent, and we have shown
that this effect is not due to a failure of basic recognition. Thus, a recipe for
anyone wishing to use such displays in studies of visual cognition is to construct
environments which look acceptably realistic in terms of polygon count but
need not be of very high quality. This relates to the kinds of high-level visual
cognitive effects we have studied here, such as object congruence. Lower-level
effects, such as recognition, can be dissociated from these high-level effects (but
make their presence felt when the scene is further degraded, e.g. when color is
removed from the wireframe scenes). Thus, high-level processes need somewhat
greater realism than low-level ones.

5.3 Behavioral Fidelity of Simulations based on Space Mem-
ory

The entertainment world appears to consider highly realistic visual quality one
of the keys to success, with cinematic quality graphics claimed for the next
generation of gaming consoles. On the other hand, when interactive immersive
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Virtual Environments (VEs) are implemented for training rather than enter-
tainment purposes, visual quality might not be as significant. If the training
is to be effective, the skills acquired must transfer into the real world at ap-
propriate levels of performance. A VE with maximum visual and interaction
fidelity would result in a transfer of information equivalent to real world training
since the environments would be indistinguishable [73]. Visual fidelity refers to
the degree to which visual features in the VE conform to visual features in the
equivalent real environment [122, 106]. Functional realism refers to the com-
munication of similar information in the real and virtual world rather than the
aesthetics or physics, in the sense that users are able make the same judgments
and perform the same tasks as in the real world [37, 91].

It is tempting to replicate the real world as accurately as possible in order
to provide equivalent experiences [67]. Whilst arguably ideal, it is not yet com-
putationally feasible for this to occur. Trade-offs between visual/interaction
fidelity and computational complexity should be applied to a simulation system
without detracting from its training effectiveness [72, 124]. There is, therefore,
a call for efficient techniques assessing the fidelity of a VE and determine its
relationship with performance in order to economize on rendering computation
without compromising the level of information transmitted (functional realism)
[37].

The utility of Virtual Environment (VE) technologies for training systems
such as flight simulators is predicated upon the accuracy of the spatial repre-
sentation formed in the VE. Spatial memory tasks, therefore, are often incor-
porated in benchmarking processes when assessing the fidelity of a VE sim-
ulation for training. Spatial awareness is significant for human performance
efficiency of such tasks as it is dependent on spatial knowledge of an environ-
ment [64, 28, 129]. A central research issue, therefore, is how an interactive
synthetic scene is cognitively encoded and how recognition and memory of such
worlds transfer to real world conditions [72, 1, 38]. Previous research has exam-
ined the variables that communicate transfer of spatial knowledge acquired in a
simulation environment, in the real-world and discuss the form and development
of spatial awareness in VE training compared to either real-world training or
training with maps, photographs and blueprints [8, 6]. The suitability of VE
systems as effective training mediums was examined and was concluded to be
as effective as map or blueprint training. Configurational knowledge acquisi-
tion based on estimation of absolute distances and directions between known
points could yield training effects similar to training with photographs and real
world training [8]. Furthermore, estimation of travel distance from optic flow is
subject to scaling when compared to static intervals in the environment, irre-
spective of additional depth cues [40]. Past research often aims to identify the
minimum system characteristics relevant to rendering computations and inter-
action interfaces that would yield the maximum performance on a task or the
greatest sense of presence. For example, search objects rendered in global or
ambient illumination have been shown to take significantly longer to identify
than those rendered through a local illumination model [133]. What if the vi-
sual fidelity of a system should be assessed across a range of applications and
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tasks? Could we interrogate the human cognitive systems that are activated
when training within VE scenes of varied visual or interaction fidelity in order
to identify whether such responses are transferable to the real-world task situa-
tion simulated? Which simulation characteristics should we optimize in order to
match the capabilities of the VE system to the requirements of these cognitive
systems?

Because of the wide-range of VE applications and differences in participants
across their backgrounds, abilities and method of processing information, an
understanding of how spatial knowledge is acquired within a VE, complement-
ing spatial memory performance per se, is significant. Common strategies may
be revealed across a range of applications and tasks. Recent research focuses
upon the effect of rendering quality (flat-shaded vs radiosity) on object-location
recognition memory and its associated awareness states while spatial knowledge
is transferred from a synthetic training environment into a real-world situation.
The main premise of this work is that accuracy of performance per se is an imper-
fect reflection of the cognitive activity that underlies performance on memory
tasks [74]. The framework to be presented has been drawn from traditional
memory research adjusted to form an experimental procedure [118, 11, 27].

Accurate recognition memory can be supported by: a specific recollection of
a mental image or prior experience (remembering); reliance on a general sense
of knowing with little or no recollection of the source of this sense (knowing);
guesses. Gardiner and Richardson-Klavehn [41] explained the remembering as
personal experiences of the past that are recreated mentally. Meanwhile know-
ing refers to other experiences of the past but without the sense of reliving
it mentally. The work of Tulving [118] first suggested that remembering and
knowing were measurable constructs. Through a series of experiments, Tulving
[118] reported that participants find it easy to distinguish between experiences
of remembering and knowing when self-reporting their experiences. The sense
of knowing has since been further divided into two related concepts. The cor-
rect answer may be just known without the associated recollection of contextual
detail associated with remembering or the answer may feel more familiar than
a uninformed guess, but cannot be considered as being known (familiar).

According to this theoretical framework derived from memory psychology,
measures of the accuracy of memory can be complemented by self-report of
states of awareness such as remember, know, familiar and guess during recog-
nition [24]. Previous studies have investigated the relationship between recog-
nition memory and simulation environments of varied visual and interaction
fidelity. Such work by the authors of this paper revealed varied distribution
of awareness states whilst overall accuracy remained the same across experi-
mental conditions suggesting that measurement of awareness states acts as a
useful additional measure to supplement the information provided by accuracy
[75, 72].

A different study employing the same methodology aims to interrogate the
mental processes associated with obtaining spatial knowledge during exposure to
a simulated scene while transferring such knowledge in the real-world scene sim-
ulated [74]. An object-memory task was performed in the simulated real-world

100



environment immediately after VE training and a retention test was conducted
one week after the VE exposure. The virtual scene was rendered with one of
two levels of visual fidelity (flat shaded vs. radiosity rendering) and displayed
on a stereo Head Mounted Display (HMD). The experimental scene consisted
of a room depicting an academics office. Central to this work is identifying
whether high fidelity or low fidelity scenes are associated with stronger visu-
ally induced recollections represented by self-report of the remember awareness
state. A secondary, exploratory goal is to investigate the effect of schemas on
memory recognition post VE exposure. Memory recognition studies in syn-
thetic scenes have demonstrated that low interaction fidelity interfaces such as
the mouse compared to head tracking as well as low visual fidelity scenes pro-
voked a higher proportion of visually-induced recollections associated with the
remember awareness state, while there was no effect of condition upon memory
recognition performance [75, 72].

Broadly, desirable influences on recognition memory and the associated cog-
nitive states may be ultimately identified and generalized to aid specific appli-
cations. It could be true, for instance, that for flight simulation applications it
is crucial for trainees to refer to mental images associated with instruments as
opposed to recollections that are confident but not accompanied by mental im-
agery when training is transferred into a real-world flight situation. The study
presented, therefore, explores the effect of training in immersive environments of
varied visual fidelity on the distribution of memory awareness states measured
in a real-world task [74]. The fact that it has been shown that interfaces of low
interaction or visual fidelity induce a higher number of recollections based on
mental imagery when compared with systems of high visual or interaction fi-
delity, may relate to attentional resources directed to systems that vary strongly
from the real-world. The results demonstrated that participants who trained
in the low fidelity simulation reported a larger proportion of correct remember
responses while conducting the memory recognition task in the real-world sit-
uation compared to participants trained in the high fidelity simulation. These
results were consistent with previous findings that associated a larger proportion
of correct remember responses with low visual and interaction fidelity simula-
tions [75, 72]. The results observed consistently in previous studies was also
observed in this study despite the fact that participants physically performed
the task in the real-world room after training in its simulated counterpart con-
sisting of an ecologically plausible training scenario.

Recent developments in psychological research have shown that distinctive
information or experiences generate more awareness states associated with re-
membering. For example, participants who are shown typical and distinctive
faces are more likely to recognize the distinctive faces in a later memory test
with an accompanying experience of remembering [12]. Similar results have also
been found using other stimuli such as forenames [11] . In the current context,
a low fidelity rendered simulation could be considered as being more distinc-
tive than a high fidelity rendered simulation because of its variation from real.
Given that these are immersive environments, distinctiveness in this instance
would be judged relative to reality. The less real the environment is, the more
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distinctive it can be considered. It would be expected that a more distinctive
immersive environment, e.g. a low fidelity one would result in more remember
responses than a less distinctive immersive environment, e.g. a high fidelity one.
It is worth noting that distinctiveness in this sense may not only refer to visual
distinctiveness but to motor responses to the environments [72]. The important
variable therefore appears to be differentiation relative to multiple aspects of
reality, e.g. visual appearance of, and, motor responses within. Here, higher
confidence scores associated with the flat-shaded condition compared to confi-
dence of recollections after training in the radiosity condition further support
this suggestion.

Whilst the relationship between distinctiveness and memory may prove use-
ful in explaining these effects it is important to consider what cognitive processes
may underlie such a relationship. Previous psychological research has indicated
that remember responses require more attentional processing in the first instance
than those based on familiarity [93, 12]. A tentative claim would therefore be:
immersive environments that are distinctive recruit more attentional resources.
This additional attentional processing may bring about a change in participants
subjective experiences of remembering when they later recall the environment.
This change would therefore lead to an increase in the experience of remember-
ing. Interestingly, this effect was not observed during the retest that revealed
similar proportions of awareness states distributed across the viewing conditions.
It is likely that the fidelity of the training environment only affects awareness
states when transfer of training is tested immediately. As time goes by, the
enhanced attentional resources associated with low fidelity environments do not
influence the long-term memories associated with the training simulation.

Moreover, it is found here that more correct know responses are reported
after training in the high fidelity rendered simulation than in the low fidelity
rendered simulation. This would suggest a shift from remember responses to
know responses. Memories that are accompanied with a feeling of remembering
for participants in the low fidelity simulation are only accompanied with a feeling
of knowing in the high fidelity simulation. In line with suggestions made above,
this could be explained on the basis of reduced attentional processing of these
items in the high fidelity simulation.

5.4 Investigating Perceptual Sensitivity to Head Tracking
Latency

Virtual Environment (VE) latency is the time lag between a users action in a
Virtual Environment and the systems response to this action. This lag typ-
ically takes the form of a transport delay and arises from the sum of times
associated with measurement processes of the various input devices, compu-
tation of the VE contents and interaction dynamics, graphics rendering, and
finite data transmission intervals between these various components. The VE
and human factors literature has established that these delays have a significant
impact on user performance [33], [32] and user impressions of simulation fidelity
[31, 33, 60, 78, 1]. Latency negatively affects user performance in 3D object
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placement tasks [66, 127].
Excessive latency has long been known to hinder operator adaptation to

other display distortions such as static displacement offset [51]. Latency also
degrades manual performance, forcing users to slow down to preserve manipula-
tive stability, ultimately driving them to adopt a move and wait strategy [107] ,
[108]. Operator compensation for a delay usually requires the ability to predict
the future state of a tracked element.

Interest has more recently been directed toward the subjective impact of
system latency relevant to virtual reality simulations. Latency as well as update
rate have been considered as factors affecting the operators sense of presence in
the environment [128, 120]. In a recent study, lower latencies were associated
with a higher self-reported sense of presence and a statistically higher change
in heart rate for users while in a stress-inducing (fear of heights), photorealistic
environment involving walking around a narrow pit [83].

Since the combination of sensing, computation, rendering, and transmission
delay is unavoidable in most VE, tele-operation, and augmented reality applica-
tions, interest naturally is directed to how detectable differing levels of latency
might be. Both the quantification of perceptual sensitivity to latency and de-
scription of the mechanism by which VE latency is perceived will be essential to
guide system design in the development of countermeasures such as predictive
compensation [5, 60].

Previous research has also focused on the precision, stability, efficiency and
complexity of operation interaction and performance with latency-plagued sys-
tems [78]. Additionally, the first measures of human operators discrimination of
the consequences of latency during head or hand tracked movements have been
provided [34, 31] Related investigations have explored the hypothesis that ob-
servers do not explicitly detect time delay, but rather detect the consequences of
latencyi.e., they use the artifact motion of the VE scene (away from its normally
expected spatially stable location) caused by system time lags [1]. Relevant per-
ceptual thresholds (i.e., Just Noticeable Difference or JND) were identified to
average 8-17ms, depending on viewing condition. This psychometric quantity
appeared to be invariant across different pedestals (33, 100 and 200ms, stan-
dard stimuli). The apparent invariance of the detection function in [34, 31, 1]
demonstrated that the classic Webers Law of psychophysics (that JND is lin-
early proportional to the magnitude of the standard stimulus) did not hold
for latency. In other words, observers of long latency VEs will be as sensitive
to changes in latency as those who use prompter, more advanced systems. It
can also be inferred that the same sensitivity would also apply for comparisons
against zero latency pedestal.

Regan et al.[102] found 70.7% latency thresholds averaging 15ms for a spe-
cialized non-immersing CRT display. By making assumptions of Gaussian psy-
chometric functions and zero response bias for two-interval forced-choice judg-
ments with balanced presentation order, the 70.7% threshold from [102] can be
equated with a JND of 18.6ms.

Allison et al. 2001 observed on the other hand that with large virtual objects
occupying the full Head Mounted Display (HMD) Field-of-View (FOV), 50%
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thresholds for perceived image instability (oscillopsia) were found to be 180-
320ms depending on head motion velocity [3]. This threshold indicates the
latency level at which observers were equally likely as not to say the image was
unstable and represents their average response bias or preference. Such response
biases may be attributable to, among other things, the amount of observer
training before the data was collected and the type of judgment task required. In
the case of Allison et. al. [3] participants performed single interval judgmentsi.e.,
they did not compare each presentation against a standard stimulus but relied
on their own internal notion of when an image was no longer stable. Data from
citeellis99a, [31], [1] shows their participants response bias ranged between 40
and 70ms for a two-interval judgment of whether the stimulus was the same as
or different than the pedestal standard. In contrast, the participants in [102]
were forced to choose which of the two stimulus intervals was actually the one
with added latency, which though not reported, leads to a presumption of zero
bias.

Figure 14: Experimental conditions [30], [73].

The much higher threshold reported by Allison et al. [3] might also be
attributable to the fact that their participants viewed a textured virtual back-
ground (the inside surface of red and white faceted sphere) that completely
enveloped their head and thus always occupied their entire FOV. Surrounding
observers with such a geometrically structured environment contributes to the
phenomenon of visual capture. The term visual capture implies that when con-
current multi-sensory spatial information is available, the observer will weight
the visual channel more heavily in constructing a percept. It has been demon-
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strated that, even with very simple VE graphics in an HMD, visually discrepant
information will bias proprioceptive and vestibular feedback of static head pitch
angle [91]. Since awareness of VE image instability relies on visual, vestibular,
and proprioceptive information, the full structured background viewed in Alli-
son et al.s study [3] may have diminished their observers sensitivity to latency
induced oscillopsia. Furthermore, without the inclusion of nearer objects in
their environment, participant head movement does not trigger motion of scene
contents relative to the background and thus does not provide cues through
internal image shear.

One aim of ongoing research on latency perception at NASA Ames Research
Centre has been to quantify the latency that a VE system can exhibit without
being perceptible to the user. In our prior studies, we employed very sparse
environments containing only a single simple object such as a faceted sphere
[31], [34] or a hollow-framed octahedron [1]against an empty black background.
Synthetic environments with differing levels of graphical complexity with the
goal of extending the generality of our results for participant sensitivity latency
in VEs have been also employed by Mania et al.[73].

The focus of the [73] study is in describing observer sensitivity to latency
differences during head movements in an immersive VE representing a real-world
space (room, building, etc.)sensitivity that has not been measured in previous
research. On the one hand, because there could be an inherent association with
how the real world is perceived, we might expect observers to be more sensitive
to the visual consequences of latency when viewing a scene representing what
could be a real-world space rather than a sparse, simplified scene with only one
or two artificial objects. On the other hand, an enveloping structured scene
could promote visual capture, thereby degrading observers sensitivity to VE
latency.

During an earlier study more fully reported in [30], a simple white-red checker
sphere surrounding the observer, such as that used in [3] and/or a hollow-frame
octahedron in front of the observer, as in [1] served as the VEs visual con-
tent. Participants were asked to compare two sequential stimulus presentations
while moving their head in a constant pattern and report whether the stimuli
differed in the visible consequences of the experimentally manipulated VE la-
tency. The study presented here employed the same experimental methodology,
but instead, the visual scene was a pre-computed radiosity rendering of two in-
terconnected rooms that include real-world objects. Here, we also statistically
compare sensitivity results derived from Ellis et al. [30] and the study presented
in this paper. Both studies also explore whether relative motion shear between
more than one artificial object in the VE could be a mechanism contributing to
observer perception of head tracking latency.

In summary, results from these studies conducted at NASA Ames Research
Centre suggest that virtual environment system designers should expect ob-
servers who are not burdened with any other performance tasks to generally be
able to notice differences in latency as low as 15ms, regardless of the relative
location of objects in the scene, the meaningfulness of the scene context in re-
lation to the real world, or possibly even the degree of photorealism in their
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rendering. These results will also serve as performance guidelines to aid in the
design of predictive compensation algorithms.
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APGV

6 Trends from the 7th annual ACM/Eurographics
Symposium on Applied Perception in Graph-

ics and Visualization 2010

6.1 APGV Proceedings and Resources

In 2001 a small group of researchers gathered in Snowbird for a “campfire”
on Graphics and Perception, there was a certain air of excitement that things
were getting started. The growing interest in this area, and the realization that
perception is playing an increasingly important role in graphics and visualization
lead to the establishment of a symposium dedicated to perceptual research in
graphics and visualization, called APGV - Applied Perception in Graphics and
Visualization. The goal for this symposium is to have it serve as an inclusive
forum where researchers working at the intersection of perception, graphics and
visualization can come together to share ideas and results. APGV hopes to
provide a great opportunity for people not only to acquire new knowledge, but
also to seek new partnerships and collaborations. Now in it’s 7th year papers
of the years have represented active interdisciplinary efforts. A wide range
of topics have treated . including color, shape, motion, distance judgments,
virtual reality, and haptics, as well as application areas such as product design
and medicine. Please see http://www.apgv.org and this years proceedings for
further information, [22, 20, 21, 23, 96, 95].
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Large Datasets at a Glance: Combining Textures
and Colors in Scientific Visualization

Christopher G. Healey and James T. Enns

Abstract— This paper presents a new method for using
texture and color to visualize multivariate data elements
arranged on an underlying height field. We combine sim-
ple texture patterns with perceptually uniform colors to
increase the number of attribute values we can display si-
multaneously. Our technique builds multicolored perceptual
texture elements (or pexels) to represent each data element.
Attribute values encoded in an element are used to vary the
appearance of its pexel. Texture and color patterns that
form when the pexels are displayed can be used to rapidly
and accurately explore the dataset. Our pexels are built by
varying three separate texture dimensions: height, density,
and regularity. Results from computer graphics, computer
vision, and human visual psychophysics have identified these
dimensions as important for the formation of perceptual tex-
ture patterns. The pexels are colored using a selection tech-
nique that controls color distance, linear separation, and
color category. Proper use of these criteria guarantees col-
ors that are equally distinguishable from one another. We
describe a set of controlled experiments that demonstrate
the effectiveness of our texture dimensions and color selec-
tion criteria. We then discuss new work that studies how
texture and color can be used simultaneously in a single dis-
play. Our results show that variations of height and density
have no effect on color segmentation, but that random color
patterns can interfere with texture segmentation. As the
difficulty of the visual detection task increases, so too does
the amount of color on texture interference increase. We
conclude by demonstrating the applicability of our approach
to a real-world problem, the tracking of typhoon conditions
in Southeast Asia.

Keywords—Color, color category, experimental design, hu-
man vision, linear separation, multivariate dataset, percep-
tion, pexel, preattentive processing, psychophysics, scien-
tific visualization, texture, typhoon

I. Introduction

THIS paper investigates the problem of visualizing mul-
tivariate data elements arrayed across an underlying

height field. We seek a flexible method of displaying ef-
fectively large and complex datasets that encode multiple
data values at a single spatial location. Examples include
visualizing geographic and environmental conditions on to-
pographical maps, representing surface locations, orienta-
tions, and material properties in medical volumes, or dis-
playing rigid and rotational velocities on the surface of a
three-dimensional object. Currently, features like hue, in-
tensity, orientation, motion, and isocontours are used to
represent these types of datasets. We are investigating the
simultaneous use of perceptual textures and colors for mul-
tivariate visualization. We believe an effective combination
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of these features will increase the number of data values
that can be shown at one time in a single display. To do
this, we must first design methods for building texture and
color patterns that support the rapid, accurate, and effec-
tive visualization of multivariate data elements.

We use multicolored perceptual texture elements (or pex-
els) to represent values in our dataset. Our texture ele-
ments are built by varying three separate texture dimen-
sions: height, density, and regularity. Density and regular-
ity have been identified in the computer vision literature as
being important for performing texture classification [39],
[40], [50]. Moreover, results from psychophysics have shown
that all three dimensions are encoded in the low-level hu-
man visual system [1], [28], [51], [58]. Our pexels are col-
ored using a technique that supports rapid, accurate, and
consistent color identification. Three selection criteria are
used to choose appropriate colors: color distance, linear
separation, and named color category. All three criteria
have been identified as important for measuring perceived
color difference [3], [4], [14], [31], [60].

One of our real-world testbeds is the visualization of sim-
ulation results from studies being conducted in the De-
partment of Zoology. Researchers are designing models of
how they believe salmon feed and move in the open ocean.
These simulated salmon are placed in a set of known envi-
ronmental conditions, then tracked to see if their behavior
mirrors that of the real fish. A method is needed for vi-
sualizing the simulation system. This method will be used
to display both static (e.g., environmental conditions for
a particular month and year) and dynamic results (e.g.,
a real-time display of environmental conditions as they
change over time, possibly with the overlay of salmon loca-
tions and movement). We have approached the problems
of dataset size and dimensionality by trying to exploit the
power of the low-level human visual system. Research in
computer vision and human visual psychophysics provides
insight on how the visual system analyzes images. One of
our goals is to select texture and color properties that will
allow rapid visual exploration, while at the same time min-
imizing any loss of information due to interactions between
the visual features being used.

Fig. 1 shows an example of our technique applied to the
oceanographic dataset: environmental conditions in the
northern Pacific Ocean are visualized using multicolored
pexels. In this display, color represents open-ocean plank-
ton density, height represents ocean current strength (taller
for stronger), and density represents sea surface tempera-
ture (denser for warmer). Fig. 1 is only one frame from a
much larger time-series of historical ocean conditions. Our
choice of visual features was guided by experimental re-
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temperature gradients (density)

dense plankton blooms (colour)current strength gradient (height)

Fig. 1. Color, height, and density used to visualize open-ocean plankton density, ocean current strength, and sea surface temperature,
respectively; low to high plankton densities represented with blue, green, brown, red, and purple, stronger currents represented with
taller pexels, and warmer temperatures represented with denser pexels

sults that show how different color and texture properties
can be used in combination to represent multivariate data
elements.

Work described in this paper is an extension of earlier
texture and color studies reported in [22], [23], [25]. We
began our investigation by conducting a set of controlled
experiments to measure user performance and identify vi-
sual interference that may occur during visualization. Indi-
vidual texture and color experiments were run in isolation.
The texture experiments studied the perceptual salience
of and interference between the perceptual texture dimen-
sions height, density, and regularity. The color experiments
measured the effects of color distance, linear separation,
and named color category on perceived color difference.
Positive results from both studies led us to conduct an
additional set of experiments that tested the combination
of texture and color in a single display. Results in the
literature vary in their description of this task: some re-
searchers have reported that random color variation can
interfere significantly with a user’s ability to see an under-
lying texture region [8], [9], [49], while others have found
no impact on performance [53], [58]. Our investigation ex-
tends this earlier work on two-dimensional texture patterns
into an environment that displays height fields using per-
spective projections. To our knowledge, no one has studied
the issue of color on texture or texture on color interference
during visualization. Results from our experiments showed
that we could design an environment in which color vari-
ations caused a small but statistically reliable interference
effect during texture segmentation. The strength of this
effect depends on the difficulty of the analysis task: tasks
that are more difficult are more susceptible to color inter-
ference. Texture variation, on the other hand, caused no
interference during color segmentation. We are using these
results to build a collection of pexels that allow a viewer to

visually explore a multivariate dataset in a rapid, accurate,
and relatively effortless fashion.

We begin with a description of results from computer
vision, computer graphics, and psychophysics that dis-
cuss methods for identifying and controlling the perceptual
properties of texture and color. Next, we describe an area
of human psychophysics concerned with modeling control
of visual attention in the low-level human visual system.
We discuss how the use of visual stimuli that control atten-
tion can lead to significant advantages during visualization.
Section 4 gives an overview of the experiments we used to
build and test our perceptual texture elements. In Section
5, we discuss how we chose to select and test our percep-
tual colors. Following this, we describe new experiments
designed to study the combined use of texture and color.
Finally, we report on practical applications of our research
in Section 7, then discuss avenues for future research in
Section 8.

II. Related Work

Researchers from many different areas have studied tex-
ture and color in the context of their work. Before we
discuss our own investigations, we provide an overview of
results in the literature that are most directly related to
our interests.

A. Texture

The study of texture crosses many disciplines, including
computer vision, human visual psychophysics, and com-
puter graphics. Although each group focuses on separate
problems (texture segmentation and classification in com-
puter vision, modeling the low-level human visual system
in psychophysics, and information display in graphics) they
each need ways to describe accurately the texture patterns
being classified, modeled, or displayed. [41] describes two
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general classes of texture representation: statistical models
that use convolution filters and other techniques to measure
variance, inertia, entropy, or energy, and perceptual mod-
els that identify underlying perceptual texture dimensions
like contrast, size, regularity, and directionality. Our cur-
rent texture studies focus on the perceptual features that
make up a texture pattern. In our work we demonstrate
that we can use texture attributes to assist in visualization,
producing displays that allow users to rapidly and accu-
rately explore their data by analyzing the resulting texture
patterns.

Different methods have been used to identify and investi-
gate the perceptual features inherent in a texture pattern.
Bela Julész [27], [28] has conducted numerous psychophys-
ical experiments to study how a texture’s first, second, and
third-order statistics affect discrimination in the low-level
visual system. This led to the texton theory [29], which
proposes that early vision detects three types of features
(or textons, as Julész called them): elongated blobs with
specific visual properties (e.g., hue, orientation, or length),
ends of line segments, and crossing of line segments. Other
psychophysical researchers have studied how visual features
like color, orientation, and form can be used to rapidly and
accurately segment collections of elements into spatially
coherent regions [7], [8], [52], [58], [59].

Work in psychophysics has also been conducted to study
how texture gradients are used to judge an object’s shape.
Cutting and Millard discuss how different types of gradi-
ents affect a viewer’s perception of the flatness or curvature
of an underlying 3D surface [13]. Three texture gradients
were tested: perspective, which refers to smooth changes
in the horizontal width of each texture element, compres-
sion, which refers to changes in the height to width ratio
of a texture element, and density, which refers to changes
in the number of texture elements per unit of solid visual
angle. For most surfaces the perspective and compression
gradients decrease with distance, while the density gradient
increases. Cutting and Millard found that viewers use per-
spective and density gradients almost exclusively to iden-
tify the relative slant of a flat surface. In contrast, the
compression gradient was most important for judging the
curvature of undulating surfaces. Later work by Aks and
Enns on overcoming perspective foreshortening in early vi-
sion also discussed the effects of texture gradients on the
perceived shape of an underlying surface [1].

Work in computer vision is also interested in how viewers
segment images, in part to try to develop automated tex-
ture classification and segmentation algorithms. Tamura
et al. and Rao and Lohse identified texture dimensions by
conducting experiments that asked observers to divide pic-
tures depicting different types of textures (Brodatz images)
into groups [39], [40], [50]. Tamura et al. used their results
to propose methods for measuring coarseness, contrast, di-
rectionality, line-likeness, regularity, and roughness. Rao
and Lohse used multidimensional scaling to identify the pri-
mary texture dimensions used by their observers to group
images: regularity, directionality, and complexity. Haral-
ick built grayscale spatial dependency matrices to identify

features like homogeneity, contrast, and linear dependency
[21]. These features were used to classify satellite images
into categories like forest, woodlands, grasslands, and wa-
ter. Liu and Picard used Wold features to synthesize tex-
ture patterns [35]. A Wold decomposition divides a 2D
homogeneous pattern (e.g., a texture pattern) into three
mutually orthogonal components with perceptual proper-
ties that roughly correspond to periodicity, directionality,
and randomness. Malik and Perona designed computer
algorithms that use orientation filtering, nonlinear inhibi-
tion, and computation of the resulting texture gradient to
mimic the discrimination ability of the low-level human vi-
sual system [37].

Researchers in computer graphics are studying methods
for using texture to perform tasks such as representing sur-
face shape and extent, displaying flow patterns, identifying
spatially coherent regions in high-dimensional data, and
multivariate visualization. Schweitzer used rotated discs to
highlight the shape and orientation of a three-dimensional
surface [47]. Grinstein et al. created a system called EXVIS
that uses “stick-men” icons to produce texture patterns
that show spatial coherence in a multivariate dataset [19].
Ware and Knight used Gabor filters to construct texture
patterns; attributes in an underlying dataset are used to
modify the orientation, size, and contrast of the Gabor ele-
ments during visualization [57]. Turk and Banks described
an iterated method for placing streamlines to visualize two-
dimensional vector fields [54]. Interrante displayed texture
strokes to help show three-dimensional shape and depth on
layered transparent surfaces; principal directions and cur-
vatures are used to orient and advect the strokes across the
surface [26]. Salisbury et al. used texturing techniques to
build computer-generated pen-and-ink drawings that con-
vey a realistic sense of shape, depth, and orientation [46].
Finally, Laidlaw described two methods for displaying a 2D
diffuse tensor image with seven values at each spatial loca-
tion [32]. The first method used the shape of normalized
ellipsoids to represent individual tensor values. The second
used techniques from oil painting [38] to represent all seven
values simultaneously via multiple layers of varying brush
strokes.

Visualization techniques like EXVIS [19] are sometimes
referred to as “glyph-based” methods. Glyphs are graphi-
cal icons with visual features like shape, orientation, color,
and size that are controlled by attributes in an underlying
dataset. Glyph-based techniques range from representation
via individual icons to the formation of texture and color
patterns through the overlay of many thousands of glyphs.
Initial work by Chernoff suggested the use of facial charac-
teristics to represent information in a multivariate dataset
[6], [10]. A face is used to summarize a data element; indi-
vidual data values control features in the face like the nose,
eyes, eyebrows, mouth, and jowls. Foley and Ribarsky have
created a visualization tool called Glyphmaker that can be
used to build visual representations of multivariate datasets
in an effective, interactive fashion [16]. Glyphmaker uses
a glyph editor and glyph binder to create glyphs, to ar-
range them spatially, and to bind attributes to their visual
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properties. Levkowitz described a prototype system for
combining colored squares to produce patterns to represent
an underlying multivariate dataset [33]. Other techniques
such as the normalized ellipsoids of Laidlaw [32], the Gabor
elements of Ware [57], or even the pexels described in this
paper might also be classified as glyphs, although we prefer
to think of them as texture-based visualization methods.

B. Color

As with texture, color has a rich history in the areas
of computer graphics and psychophysics. In graphics, re-
searchers have studied issues related to color specification,
color perception, and the selection of colors for information
representation during visualization. Work in psychophysics
describes how the human visual system mediates color per-
ception.

A number of different color models have been built in
computer graphics to try to support the unambiguous spec-
ification of color [60]. These models are almost always
three-dimensional, and are often divided into a device-
dependent class, where a model represents the displayable
colors of a given output device, and a device-independent
class, where a model provides coordinates for colors from
the visible color spectrum. Common examples of device-
dependent models include monitor RGB and CMYK. Com-
mon examples of device-independent models include CIE
XYZ, CIE LUV, and CIE Lab. Certain models were de-
signed to provide additional functionality that can be used
during visualization. For example, both CIE LUV and CIE
Lab provide rough perceptual uniformity; that is, the Eu-
clidean distance between a pair of colors specified in these
models roughly corresponds to perceived color difference.
These models also provide a measure of isoluminance, since
their L-axis is meant to correspond to perceived brightness.

Previous work has also addressed the issue of construct-
ing color scales for certain types of data visualization.
For example, Ware and Beatty describe a simple color vi-
sualization technique for displaying correlation in a five-
dimensional dataset [56]. Ware has also designed a method
for building continuous color scales that control color sur-
round effects [55]. The color scales use a combination of
luminance and hue variation that allows viewers to deter-
mine the value associated with a specific color, and to iden-
tify the spatial locations of peaks and valleys (i.e., to see
the shape) in a 2D distribution of an attribute’s values.
Controlling color surround ensures a small, near-constant
perceptual error effect from neighboring colors across the
entire range of the color scale. Robertson described user
interface techniques for visualizing the range of colors a
display device can support using perceptual color mod-
els [44]. Rheingans and Tebbs have built a system that
allows users to interactively construct a continuous color
scale by tracing a path through a 3D color model [43].
This technique allows users to vary how different values
of an attribute map onto the color path. Multiple col-
ors can be used to highlight areas of interest within an
attribute, even when those areas constitute only a small
fraction of the attribute’s full range of allowable values.

Levkowitz and Herman designed a locally optimal color
scale that maximizes the just-noticeable color difference
between neighboring pairs of colors [34]. The result is a
significantly larger number of just-noticeably different col-
ors in their color scales, compared to standard scales like
red-blue, rainbow, or luminance.

Recent work at the IBM Thomas J. Watson Research
Center has focused on a rule-based visualization tool [45].
Initial research addressed the need for rules that take into
account how a user perceives visual features like hue, lumi-
nance, height, and so on. These rules are used to guide or
restrict a user’s choices during data-feature mapping. The
rules use various metadata, for example, the visualization
task being performed, the visual features being used, and
the spatial frequency of the data being visualized. A spe-
cific example of one part of this system is the colormap
selection tool from the IBM Visualization Data Explorer
[5]. The selection tool uses perceptual rules and metadata
to limit the choice of colormaps available to the user.

Finally, psychophysicists have been working to identify
properties that affect perceived color difference. Two im-
portant discoveries include the linear separation [3], [4],
[14] and color category [31] effects. The linear separation
theory states that if a target color can be separated from
all the other background colors being displayed with a sin-
gle straight line in color space, it will be easier to detect
(i.e., its perceived difference from all the other colors will
increase) compared to a case where it can be formed by
a linear combination of the background colors. D’Zmura’s
initial work on this phenomena [14] showed that a target
color could be rapidly identified in a sea of background ele-
ments uniformly colored one of two colors (e.g., an orange
target could be rapidly identified in a sea of red elements,
or in a sea of yellow elements). The same target, however,
was much more difficult to find when the background el-
ements used both colors simultaneously (e.g., an orange
target could not be rapidly identified in a sea of red and
yellow elements). This second case is an example of a tar-
get color (orange) that is a linear combination of its back-
ground colors (red and yellow). The color category effect
suggests that the perceived difference between a pair of col-
ors increases when the two colors occupy different named
color regions (i.e., one lies in the “blue” region and one
lies in the “purple” region, as opposed to both in blue or
both in purple). We believe both results may need to be
considered to guarantee perceptual uniformity during color
selection.

C. Combined Texture and Color

Although texture and color have been studied exten-
sively in isolation, much less work has focused on their
combined use for information representation. An effective
method of displaying color and texture patterns simulta-
neously would increase the number of attributes we can
represent at one time. The first step towards supporting
this goal is the determination of the amount of visual in-
terference that occurs between these features during visu-
alization.
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Experiments in psychophysics have produced interest-
ing but contradictory answers to this question. Callaghan
reported asymmetric interference of color on form during
texture segmentation: a random color pattern interfered
with the identification of a boundary between two groups
of different forms, but a random form pattern had no effect
on identifying color boundaries [8], [9]. Triesman, however,
showed that random variation of color had no effect on de-
tecting the presence or absence of a target element defined
by a difference in orientation (recall that directionality has
been identified as a fundamental perceptual texture dimen-
sion) [53]. Recent work by Snowden [49] recreated the dif-
fering results of both Callaghan and Triesman. Snowden
ran a number of additional experiments to test the effects
of random color and stereo depth variation on the detec-
tion of a target line element with a unique orientation. As
with Callaghan and Triesman, results differed depending
on the target type. Search for a single line element was
rapid and accurate, even with random color or depth vari-
ation. Search for a spatial collection of targets was easy
only when color and depth were fixed to a constant value.
Random variation of color or depth produced a significant
reduction in detection accuracy. Snowden suggests that the
visual system wants to try to group spatially neighboring
elements with common visual features, even if this grouping
is not helpful for the task being performed. Any random
variation of color or depth interferes with this grouping
process, thereby forcing a reduction in performance.

These results leave unanswered the question of whether
color variation will interfere with texture identification dur-
ing visualization. Moreover, work in psychophysics studied
two-dimensional texture segmentation. Our pexels are ar-
rayed over an underlying height field, then displayed in 3D
using a perspective projection. Most of the research to date
has focused on color on texture interference. Less work has
been conducted to study how changes in texture dimensions
like height, density, or regularity will affect the identifica-
tion of data elements with a particular target color. The
question of interference in this kind of height-field envi-
ronment needs to be addressed before we can recommend
methods for the combined use of color and texture.

III. Perceptual Visualization

An important requirement for any visualization tech-
nique is a method for rapid, accurate, and effortless vi-
sual exploration. We address this goal by using what is
known about the control of human visual attention as a
foundation for our visualization tools. The individual fac-
tors that govern what is attended in a visual display can
be organized along two major dimensions: bottom-up (or
stimulus driven) versus top-down (or goal directed).

Bottom-up factors in the control of attention include the
limited set of features that psychophysicists have identified
as being detected very quickly by the human visual sys-
tem, without the need for search. These features are often
called preattentive, because their detection occurs rapidly
and accurately, usually in an amount of time independent
of the total number of elements being displayed. When

applied properly, preattentive features can be used to per-
form different types of exploratory analysis. Examples in-
clude searching for data elements with a unique visual fea-
ture, identifying the boundaries between groups of elements
with common features, tracking groups of elements as they
move in time and space, and estimating the number of el-
ements with a specific feature. Preattentive tasks can be
performed in a single glance, which corresponds to 200 mil-
liseconds (ms) or less. As noted above, the time required
to complete the task is independent of the number of data
elements being displayed. Since the visual system cannot
choose to refocus attention within this timeframe, users
must complete their task using only a “single glance” at
the image.

Fig. 2 shows examples of both types of target search. In
Fig. 2a-2d the target, a red circle, is easy to find. Here,
the target contains a preattentive feature unique from the
background distracters: color (red versus blue) or shape
(circle versus square). This unique feature is used by the
low-level visual system to rapidly identify the presence or
absence of the target. Unfortunately, an intuitive combina-
tion of these results can lead to visual interference. Fig. 2e
and 2f simulate a two-dimensional dataset where one at-
tribute is encoded with color (red or blue), and the other
is encoded with shape (circle or square). Although these
features worked well in isolation, searching for a red circle
target in a sea of blue circles and red squares is signifi-
cantly more difficult. In fact, experiments have shown that
search time is directly proportional to the number of ele-
ments in the display, suggesting that viewers are searching
small subgroups of elements (or even individual elements
themselves) to identify the target. In this example the
low-level visual system has no unique feature to search for,
since circular elements (blue circles) and red elements (red
squares) are also present in the display. The visual system
cannot integrate preattentively the presence of multiple vi-
sual features (circular and red) at the same spatial location.
This is a very simple example of a situation where knowl-
edge of preattentive vision would have allowed us to avoid
displays that actively interfere with our analysis task.

In spite of the perceptual salience of the target in Fig. 2a-
2d, bottom-up influences cannot be assumed to operate
independently of the current goals and attentional state
of the observer. Recent studies have demonstrated that
many of the bottom-up factors only influence perception
when the observer is engaged in a task in which they are
expected or task-relevant (see the review by [15]). For ex-
ample, a target defined as a color singleton will “pop out”
of a display only when the observer is looking for targets
defined by color. The same color singleton will not influ-
ence perception when observers are searching exclusively
for luminance defined targets. Sometimes observers will fail
completely to see otherwise salient targets in their visual
field, either because they are absorbed in the performance
of a cognitively-demanding task [36], there are a multitude
of other simultaneous salient visual events [42], or because
the salient event occurs during an eye movement or other
change in viewpoint [48]. Therefore, the control of atten-
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(a) (b)

(c) (d)

(e) (f)

Fig. 2. Examples of target search: (a, b) identifying a red target in a sea of blue distracters is rapid and accurate, target absent in (a),
present in (b); (c, d) identifying a red circular target in a sea of red square distracters is rapid and accurate, target present in (c), absent
in (d); (e, f) identifying the same red circle target in a combined sea of blue circular distracters and red square distracters is significantly
more difficult, target absent in (e), present in (f)
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Fig. 3. A background array of short, sparse, regular pexels; the lower and upper groups on the left contain irregular and random pexels,
respectively; the lower and upper groups in the center contain dense and very dense pexels; the lower and upper groups to the right
contain medium and tall pexels

tion must always be understood as an interaction between
bottom-up and top-down mechanisms.

Our research is focused on identifying relevant results
in the vision and psychophysical literature, then extend-
ing these results and integrating them into a visualization
environment. Tools that make use of preattentive vision of-
fer a number of important advantages during multivariate
visualization:
1. Visual analysis is rapid, accurate, and relatively effort-
less since preattentive tasks can be completed in 200 ms
or less. We have shown that tasks performed on static dis-
plays extend to a dynamic environment where data frames
are shown one after another in a movie-like fashion [24]
(i.e., tasks that can be performed on an individual display
in 200 ms can also be performed on a sequence of displays
shown at five frames a second).
2. The time required for task completion is independent of
display size (to the resolution limits of the display). This
means we can increase the number of data elements in a
display with little or no increase in the time required to
analyze the display.
3. Certain combinations of visual features cause interfer-
ence patterns that mask information in the low-level visual
system. Our experiments are designed to identify these sit-
uations. This means our visualization tools can be built to
avoid data-feature mappings that might interfere with the
analysis task.

Since preattentive tasks are rapid and insensitive to dis-
play size, we believe visualization techniques that make
use of these properties will support high-speed exploratory
analysis of large, multivariate datasets. Care must be
taken, however, to ensure that we choose data-feature map-
pings that maximize the perceptual salience of all the data
attributes being displayed.

We are currently investigating the combined use of two
important and commonly used visual features: texture

and color. Previous work in our laboratory has identified
methods for choosing perceptual textures and colors for
multivariate visualization. Results from vision and psy-
chophysics on the simultaneous use of both features are
mixed: some researchers have reported that background
color patterns mask texture information, and vice-versa,
while others claim that no interference occurs. Experi-
ments reported in this paper are designed to test for color-
texture interactions during visualization. A lack of interfer-
ence would suggest that we could combine both features to
simultaneously encode multiple attributes. The presence
of interference, on the other hand, would place important
limitations on the way in which visual attributes should
be mapped onto data attributes. Visualization tools based
on these findings would then be able to display textures
with the appropriate mapping of data dimensions to visual
attributes.

IV. Pexels

One of the main goals of multivariate visualization is
to display multiple attribute values at a single spatial loca-
tion without overwhelming the user’s ability to comprehend
the resulting image. Researchers in vision, psychophysics,
and graphics have been studying how the visual system
analyzes texture patterns. We wanted to know whether
perceptual texture dimensions could be used to represent
multivariate data elements during visualization. To this
end, we designed a set of perceptual texture elements, or
pexels, that support the variation of three separate tex-
ture dimensions: density, regularity, and height. Density
and regularity have been identified in the literature as pri-
mary texture dimensions [39], [40], [50]. Although height
might not be considered an “intrinsic textural cue”, we note
that height is one aspect of element size, and that size is
an important property of a texture pattern. Results from
psychophysical experiments have shown that differences in
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(a) (b) (c)

Fig. 4. Three displays of pexels with different regularity and a 5 × 3 patch from the center of the corresponding autocorrelation graphs: (a)
a completely regular display, resulting in sharp peaks of height 1.0 at regular intervals in the autocorrelation graph; (b) a display with
irregularly-spaced pexels, peaks in the graph are reduced to a maximum height between 0.3 and 0.4; (c) a display with randomly-spaced
pexels, resulting in a completely flat graph except at (0,0) and where underlying grid lines overlap

height are detected preattentively [51], moreover, viewers
properly correct for perspective foreshortening when they
perceive that elements are being displayed in 3D [1]. We
wanted to build three-dimensional pexels that “sit up” on
the underlying surface. This allows for the possibility of
applying various orientations (another important texture
dimension) to a pexel.

Our pexels look like a collection of one or more upright
paper strips. Each element in the dataset is represented by
a single pexel. The user maps attributes in their dataset
to density (which controls the number of strips in a pexel),
height, and regularity. The attribute values for a particular
element can then control the appearance of its pexel. When
all the pexels for a particular data frame are displayed,
they form texture patterns that represent the underlying
structure of the dataset.

Fig. 3 shows an example of regularity, density, and height
varied across three discrete values. Each pexel in the origi-
nal array (shown in gray) is short, sparse, and regular. The
lower and upper patches on the left of the array (shown in
black) contain irregular and random pexels, respectively.
The lower and upper patches in the middle of the array
contain dense and very dense pexels. The lower and upper
patches on the right contain medium and tall pexels.

A. Ordering Texture Dimensions

In order to use height, density, and regularity during
visualization, we needed an ordinal ranking for each di-
mension. Height and density both have a natural order-
ing: shorter comes before taller, and sparser comes before
denser.

Although viewers can often order regularity intuitively,
we required a more formal method for measurement. We
chose to use autocorrelation to rank regularity. This tech-
nique measures the second-order statistic of a texture pat-

tern. Psychophysicists have reported that a change in reg-
ularity produces a corresponding change in a texture’s sec-
ond order statistic [27], [28], [30]. Intuitively, autocorrelat-
ing an image shifts two copies of the image on top of one
another, to see how closely they can be matched. If the
texture is made up of a regular, repeating pattern it can
be shifted in various ways to exactly overlap with itself. As
more and more irregularity is introduced into the texture,
the amount of overlap decreases, regardless of where we
shift the copies. Consider two copies of an image A and
B, each with a width of N and a height of M pixels. The
amount of autocorrelation that occurs when A is overlaid
onto B at offset (t, u) is:

C(t, u) =
1
K

N∑
x=1

M∑
y=1

(A[x, y]−A)(B[x + t, y + u]−B) (1)

K = NM
√

σ2(A)
√

σ2(B) (2)

A =
1

NM

N∑
x=1

M∑
y=1

A[x, y] (3)

σ2(A) =
1

NM

N∑
x=1

M∑
y=1

(A[x, y] − A)2 (4)

with B and σ2(B) computed in a similar fashion. Elements
in A that do not overlap with B are wrapped to the opposite
side of B (i.e., elements in A lying above the top of B wrap
back to the bottom, elements lying below the bottom of B
wrap back to the top, similarly for elements to the left or
right of B).

As a practical example, consider Fig. 4a (pexels on a reg-
ular underlying grid), Fig. 4b (pexels on an irregular grid),
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and Fig. 4c (pexels on a random grid). Irregular and ran-
dom pexels are created by allowing each strip in the pexel
to walk a random distance (up to fixed maximum) in a
random direction from its original anchor point. Autocor-
relation was computed on the orthogonal projection of each
image. A 5× 3 patch from the center of the corresponding
autocorrelation graph is shown beneath each of the three
grids. Results in the graphs mirror what we see in each
display, that is, as randomness increases, peaks in the au-
tocorrelation graph decrease in height. In Fig. 4a peaks of
height 1.0 appear at regular intervals in the graph. Each
peak represents a shift that places pexels so they exactly
overlap with one another. The rate of increase towards
each peak differs in the vertical and horizontal directions
because the elements in the graph are rectangles (i.e., taller
than they are wide), rather than squares. In Fig. 4b, the
graph has the expected sharp peak at (0,0). It also has
gentle peaks at shift positions that realign the grid with
itself. The peaks are not as high as for the regular grid,
because the pexels no longer align perfectly with one an-
other. The sharp vertical and horizontal ridges in the graph
represent positions where the underlying grid lines exactly
overlap with one another (the grid lines showing the orig-
inal position of each pexel are still regular in this image).
The height of each gentle peak ranges between 0.3 and
0.4. Increasing randomness reduces again the height of the
peaks in the correlation graph. In Fig. 4c, no peaks are
present, apart from (0,0) and the sharp ridges that occur
when the underlying grid lines overlap with one another.
The resulting correlation values suggests that this image is
“more random” than either of its predecessors. Informal
tests with a variety of regularity patterns showed a near-
perfect match between user-chosen rankings and rankings
based on our autocorrelation technique. Autocorrelation
on the perspective projections of each grid could also be
computed. The tall peaks and flattened results would be
similar to those in Fig. 4, although the density of their
spacing would change near the top of the image due to
perspective compression and foreshortening.

B. Pexel Salience and Interference

We conducted experiments to test the ability of each tex-
ture dimension to display effectively an underlying data
attribute during multivariate visualization. To summa-
rize, our experiments were designed to answer the following
three questions:
1. Can the perceptual dimensions of density, regularity,
and height be used to show structure in a dataset through
the variation of a corresponding texture pattern?
2. How can we use the dataset’s attributes to control the
values of each perceptual dimension?
3. How much visual interference occurs between each of
the perceptual dimensions when they are displayed simul-
taneously?

C. Experiments

We designed texture displays to test the detectability of
six different target types: taller, shorter, denser, sparser,

more regular, and more irregular. For each target type, a
number of parameters were varied, including exposure du-
ration, texture dimension salience, and visual interference.
For example, during the “taller” experiment, each display
showed a 20× 15 array of pexels rotated 45◦ about the X-
axis. Observers were asked to determine whether the array
contained a group of pexels that were taller than all the
rest. The following conditions varied:
• target-background pairing: some displays showed a
medium target in a sea of short pexels, while others showed
a tall target in a sea of medium pexels; this allowed us to
test whether some target defining attributes were generally
more salient than others,
• secondary texture dimension: displays contained either
no background variation (every pexel was sparse and reg-
ular), a random variation of density across the array, or
a random variation of regularity across the array; this al-
lowed us to test for background interference during target
search,
• exposure duration: displays were shown for 50, 150, or
450 ms; this allowed us to test for a reduction in perfor-
mance when exposure duration was decreased, and
• target patch size: target groups were either 2 × 2 pexels
or 4×4 pexels in size; this allowed us to test for a reduction
in performance for smaller target patches.

The heights, densities, and regularities we used were cho-
sen through a set of pilot studies. Two patches were placed
side-by-side, each displaying a pair of heights, densities, or
regularities. Viewers were asked to answer whether the
patches were different from one another. Response times
for correct answers were used as a measure of performance.
We tested a range of values for each dimension, although
the spatial area available for an individual pexel during our
experiments limited the maximum amount of density and
irregularity we were able to display. The final values we
chose could be rapidly and accurately differentiated in this
limited setting.

The experiments that tested the other five target types
(shorter, denser, sparser, regular, and irregular) were de-
signed in a similar fashion, with one exception. Exper-
iments testing regularity had only one target-background
pairing: a target of regular pexels in a sea of random pexels
(for the regular experiment), or a target of random pexels
in a sea of regular pexels (for the irregular experiment).
The pilot studies used to select values for each dimension
showed that users had great difficulty discriminating an ir-
regular patch from a random patch. This was due in part
to the small spatial area available to each pexel.

Our pilot studies produced experiments that tested three
separate heights (short, medium, and tall), three separate
densities (sparse, dense, and very dense) and two separate
regularities (regular and random). Examples of two dis-
play types (taller and regular) are shown in Fig. 5. Both
displays include target pexels. Fig. 5a contains a 2× 2 tar-
get group of medium pexels in a sea of short pexels. The
density of each pexel varies across the array, producing an
underlying density pattern that is clearly visible. This dis-
play type simulates two dimensional data elements being



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 5, NO. 2, APRIL-JUNE 1999

(a)

(b)

Fig. 5. Two display types from the taller and regular pexel experi-
ments: (a) a target of medium pexels in a sea of short pexels with
a background density pattern (2 × 2 target group located left of
center); (b) a target of regular pexels in a sea of irregular pexels
with no background texture pattern (2 × 2 target group located
3 grid steps right and 7 grid steps up from the lower-left corner
of the array)

visualized with height as the primary texture dimension
and density as the secondary texture dimension. Recall
that the number of paper strips in a pexel depends on its
density. Since three of the target pexels in Fig. 5a are
dense, they each display two strips. The remaining pexel
is sparse, and therefore displays a only single strip. Fig. 5b
contains a 2 × 2 target group of regular pexels in a sea
of random pexels, with a no background texture pattern.
The taller target in Fig. 5a is very easy to find, while the
regular target in Fig. 5b is almost invisible.

D. Results

Detection accuracy data were analyzed using a multi-
factor analysis of variance (ANOVA). A complete descrip-
tion of our analysis and statistical findings is available in
[22], [23], [25]. In summary, we found:
1. Taller target regions were identified rapidly (i.e., 150
ms or less) with very high accuracy (approximately 93%);
background density and regularity patterns produced no
significant interference.
2. Shorter, denser, and sparser targets were more difficult
to identify than taller targets, although good results were
obtained at both 150 and 450 ms (82.3%, 94.0%, and 94.7%
for shorter, denser, and sparser targets with no background
variation at 150 ms). This was not surprising, since similar

results have been documented by [51] and [1] using displays
of texture on a two-dimensional plane.
3. Background variation in non-target attributes produced
small, but statistically significant, interference effects.
These effects tended to be largest when target detectability
was lowest. For example, density and regularity interfered
with searching for shorter targets; height and regularity in-
terfered with searching for sparser targets; but only height
interfered with the (easier to find) denser targets.
4. Irregular target regions were difficult to identify at 150
and 450 ms, even with no secondary texture pattern (ap-
proximately 76%). Whether this accuracy level is suffi-
ciently high will depend on the application. In contrast,
regular regions were invisible under these conditions; the
percentage of correct responses approached chance (i.e.,
50%) in every condition.

(a)

(b)

Fig. 6. Two displays with a regular target, both displays should be
compared with the target shown in Fig. 5b: (a) larger target,
an 8 × 8 target in a sea of sparse, random pexels; (b) denser
background, a 2×2 target in a sea of dense, random pexels (target
group located right of center)

Our poor detection results for regularity were unex-
pected, particularly since vision algorithms that perform
texture classification use regularity as one of their primary
decision criteria [35], [39], [40], [50]. We confirmed that
our results were not due to a difference in our definition of
regularity; the way we produced irregular patches matches
the methods described by [20], [28], [30], [39], [40], [50]. It
may be that regularity is important for classifying differ-
ent textures, but not for the type of texture segmentation
that we are performing. Informal post-experiment investi-
gations showed that we could improve the salience of a reg-
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93.1% 83.7% 93.8% 93.4% 49.3% 76.8%

88.3% 66.5% 80.4% 68.8%

87.4% 75.9% 55.9% 68.6%

64.1% 77.2% 53.7% 58.5%

Taller Shorter Denser Sparser Regular Random

Height

Density

Regularity

None

Background:

Target:

Fig. 7. A table showing the percentage of correct responses for each target-background pairing; target type along the horizontal axis,
background type along the vertical axis; darker squares represent pairings with a high percentage of correct responses; blank entries with
diagonal slashes indicate target-background pairings that do not exist

ular (or irregular) patch by increasing its size (Fig. 6a), or
by increasing the minimum pexel density to be very dense
(Fig. 6b). However, neither of these solutions is necessarily
useful. There is no way to guarantee that data values will
cluster together to form the large spatial regions needed
for regularity detection. If we constrain density to be very
dense across the array, we lose the ability to vary density
over an easily identifiable range. This reduces the dimen-
sionality of our pexels to two (height and regularity), pro-
ducing a situation that is no better than when regularity
is difficult to identify. Because of this, we normally choose
to display an attribute with low importance using regu-
larity. While differences in regularity cannot be detected
consistently by the low-level visual system, in many cases
users may be able to see the changes when areas of interest
in the dataset are identified and analyzed in a focused or
attentive fashion.

Fig. 7 shows average subject performance as a table rep-
resenting each target-background pair. Target type varies
along the horizontal axis, while background type varies
along the vertical axis. Darker squares represent target-
background pairings with highly accurate subject perfor-
mance. The number in the center of each square reports
the percentage of correct responses averaged across all sub-
jects.

V. Perceptual Colors

In addition to our study of pexels, we have examined
methods for choosing multiple individual colors. These ex-
periments were designed to select a set of n colors such
that:
1. Any color can be detected preattentively, even in the
presence of all the others.
2. The colors are equally distinguishable from one another;
that is, every color is equally easy to identify.

We also tested for the maximum number of colors that
can be displayed simultaneously, while still satisfying the
above requirements. Background research suggested that
we needed to consider three separate selection criteria:
color distance, linear separation, and color category.

A. Color Distance

Perceptually balanced color models are often used to
measure perceived color difference between pairs of colors.
Examples include CIE LUV, CIE Lab, Munsell, and the
Optical Society of America Uniform Color Space. We used
CIE LUV to measure color distance. Colors are specified
in this model using three axes: L∗, u∗, and v∗. L∗ encodes
luminance, while u∗ and v∗ encode chromaticity (u∗ and
v∗ correspond roughly to the red-green and blue-yellow op-
ponent color channels). CIE LUV provides two important
properties. First, colors with the same L∗ are isoluminant,
that is, they have roughly the same perceived brightness.
Second, the Euclidean distance between a pair of colors cor-
responds roughly to their perceived color difference. Given
two colors x and y in CIE LUV space, the perceived differ-
ence measured in ∆E∗ units is:

∆E∗
xy =

√
(∆L∗

xy)2 + (∆u∗
xy)2 + (∆v∗xy)2 (5)

Our techniques do not depend on CIE LUV; we could
have chosen to use any perceptually balanced color model.
We picked CIE LUV in part because it is reasonably well
known, and in part because it is recommended by the Com-
mission Internationale de L’Éclairage (CIE) as the appro-
priate model to use for CRT displays [11].

B. Linear Separation

Results from vision and psychophysics suggest that col-
ors that are linearly separable are significantly easier to
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T-BC
linear separation

C
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T
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blue-purple
color category boundary

blue

purple

Fig. 8. A small, isoluminant patch within the CIE LUV color model, showing a target color T and three background distracter colors A, B,
and C; note that T is collinear with A and B, but can be separated by a straight line from B and C; note also that T, A, and C occupy
the “blue” color region, while B occupies the “purple” color region

distinguish from one another. Initial work on this prob-
lem was reported in [14]. These results were subsequently
confirmed and strengthened by [3], [4] who showed that
a perceptually balanced color model could not be used to
overcome the linear separation effect.

As an example, consider a target color T and three back-
ground distracter colors A, B, and C shown in CIE LUV
space in Fig. 8. Since the Euclidean distances TA, TB, and
TC are equal, the perceived color difference between T and
A, B, and C should also be roughly equal. However, search-
ing for a target element colored T in a sea of background
elements colored A and B is significantly more difficult than
searching for T in a sea of elements colored B and C. Ex-
perimental results suggest that this occurs because T is
collinear with A and B, whereas T can be separated by a
straight line in color space from B and C. Linear separation
increases perceived color difference, even when a perceptual
color model is used to try to control that difference.

C. Color Category

Recent work reported by Kawai et al. showed that, dur-
ing their experiments, the named categories in which peo-
ple place individual colors can affect perceived color differ-
ence [31]. Colors from different named categories have a
larger perceived color difference, even when Euclidean dis-
tance in a perceptually balanced color model is held con-
stant.

Consider again the target color T and two background
distracter colors A and B shown in CIE LUV space in
Fig. 8. Notice also that this region of color space has been
divided into two named color categories. As before, the
Euclidean distances TA and TB are equal, yet finding an

element colored T in a sea of background elements colored
A is significantly more difficult than finding T in a sea of
elements colored B. Kawai et al. suggest this is because
both T and A lie within a color category named “blue”,
while B lies within a different category named “purple”.
Colors from different named categories have a higher per-
ceived color difference, even when a perceptual color model
is used to try to control that difference.

D. Color Selection Experiments

Our first experiment selected colors by controlling color
distance and linear separation, but not color category. The
reasons for this were twofold. First, traditional methods for
subdividing a color space into named color regions are te-
dious and time-consuming to run. Second, we were not
convinced that results from [31] were important for our
color selection goals. If problems occurred during our ini-
tial experiment, and if those problems could be addressed
by controlling color category during color selection, this
would both strengthen the results of [31] and highlight their
applicability to the general color selection task.

We selected colors from the boundary of a maximum-
radius circle embedded in our monitor’s gamut. The cir-
cle was located on an isoluminant slice through the CIE
LUV color model. Previous work reported in [7], [9] showed
that a random variation of luminance can interfere with the
identification of a boundary between two groups of differ-
ently colored elements. Holding the perceived luminance of
each color constant guaranteed variations in performance
would not be the result of a random luminance effect. Fig. 9
shows an example of selecting five colors about the circum-
ference of the maximum-radius circle inscribed within our
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monitor’s gamut at L∗ = 61.7. Since colors are located
equidistant around the circle, every color has a constant
distance d to its two nearest neighbors, and a constant
distance l to the line that separates it from all the other
colors.

YR

Y

GY

G

BG

B

PB
P

RP

R

Gamut Boundary

d

d

l

Fig. 9. Choosing colors from the monitor’s gamut, the boundary
of the gamut at L∗ = 61.7 represented as a quadrilateral, along
with the maximum inscribed circle centered at (L∗, u∗, v∗) =
(67.1, 13.1,−0.98), radius 70.5∆E∗; five colors chosen around the
circle’s circumference; each element has a constant color distance
d with its two neighbors, and a constant linear separation l from
the remaining (non-target) elements; the circle’s circumference
has been subdivided into ten named categories, corresponding to
the ten hue names from the Munsell color model

We split the experiment into four studies that displayed
three, five, seven, and nine colors simultaneously. This
allowed us to test for the maximum number of colors we
could show while still supporting preattentive identifica-
tion. Displays in each study were further divided along the
following conditions:
• target color: each color being displayed was tested as a
target, for example, during the three-color study some ob-
servers searched for a red target in a sea of green and blue
distracters, others search for a blue target in a sea of red
and green distracters, and the remainder searched for a
green target in a sea of red and blue distracters; asymmet-
ric performance (that is, good performance for some colors
and poor performance for others) would indicate that con-
stant distance and separation are not sufficient to guarantee
equal perceived color difference, and
• display size: experiment displays contained either 17, 33,
or 49 elements; any decrease in performance when display
size increased would indicate that the search task is not
preattentive.

At the beginning of an experiment session observers were
asked to search a set of displays for an element with a par-
ticular target color. Observers were told that half the dis-
plays would contain an element with the target color, and
half would not. They were then shown a sequence of ex-
periment displays that contained multiple colored squares
randomly located on an underlying 9 × 9 grid. Each dis-
play remained onscreen until the observer indicated via a
keypress whether a square with the given target color was
present or absent. Observers were told to answer as quickly
as possible without making mistakes.

E. Results

Observers were able to detect all the color targets rapidly
and accurately during both the three-color and five-color
studies; the average error rate was 2.5%, while the average
response times ranged from 459 to 661 ms (response times
exceeded the normal preattentive limit of 200 ms because
they include the time required for observers to enter their
responses on the keyboard). Increasing the display size had
no significant effect on response time.

Observers had much more difficulty identifying certain
colors during the seven-color (Fig. 10a) and nine-color stud-
ies. Response times increased and accuracy decreased dur-
ing both studies. More importantly, the time required to
detect certain colors (e.g., light green and dark green in
the seven-color study) was directly proportional to display
size. This indicates observers are searching serially through
the display to find the target element. Other colors exhib-
ited relatively flat response time curves. These asymmetric
results suggest that controlling color distance and linear
separation alone is not enough to guarantee a collection of
equally distinguishable colors.

F. Color Category Experiments

We decided to try to determine whether named color
categories could be used to explain the inconsistent results
from our initial experiment. To do this, we needed to sub-
divide a color space (in our case, the circumference of our
maximum radius circle) into named color regions. Tra-
ditional color naming experiments divide the color space
into a fine-grained collection of color samples. Observers
are then asked to name each of the samples. We chose
to use a simpler, faster method designed to measure the
amount of overlap between a set of named color regions.
Our technique runs in three steps:
1. The color space is automatically divided into ten named
color regions using the Munsell color model. The hue
axis of the Munsell model is specified using the ten color
names red, yellow-red, yellow, green-yellow, green, blue-
green, blue, purple-blue, purple, and red-purple (or R, YR,
Y, GY, G, BG, B, PB, P, and RP). Colors are converted to
Munsell space, then assigned their hue name within that
space (Fig. 9).
2. Representative colors from each of the ten named re-
gions are selected. We chose the color at the center of each
region to act as the representative color for that region.
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Fig. 10. Graphs showing averaged subject response times for three of the six studies: (a) response time as a function of display size (i.e.,
total number of elements shown in each display) for each target from the seven-color study; (b) response times for each target from the
color category study; (c) response times for each target from the combined distance-separation-category study

3. Observers are asked to name each of the representative
colors. The amount of overlap between the names cho-
sen for the representative colors for each region defines the
amount of “category overlap” that exists between the re-
gions.

Consider Table I, which lists the percentage of observers
who selected a particular name for six of the representa-
tive colors. For example, the table shows that representa-
tive colors from P and R overlap only at the “pink” name.
Their overlap is not that strong, since neither P nor R

are strongly classified as pink. The amount of overlap is
computed by multiplying the percentages for the common
name, giving a P-R overlap of 5.2% × 26.3% = 0.014. A
closer correspondence of user-chosen names for a pair of
regions results in a stronger category similarity. For exam-
ple, nearly all observers named the representative colors
from the G and GY regions as “green”. This resulted in an
overlap of 0.973. Representative colors that overlap over
multiple names are combined using addition, for example,
YR and Y overlapped in both the “orange” and “brown”



HEALEY AND ENNS: LARGE DATASETS AT A GLANCE: COMBINING TEXTURES AND COLORS IN SCIENTIFIC VISUALIZATION

TABLE I

A list of six representative colors for the color regions purple, red, yellow-red, yellow, green-yellow, and green, and the

percentage of observers who chose a particular name for each representative color

purple magenta pink red orange brown yellow green
P 86.9% 2.6% 5.2%
R 26.3% 71.0%

YR 5.3% 86.8% 7.9%
Y 2.6% 44.7% 47.4%

GY 97.3%
G 100.0%

names, resulting in a YR-Y overlap of (86.8% × 2.6%) +
(7.9% × 44.7%) = 0.058.

G. Color Category Results

When we compared the category overlap values against
results from our seven and nine-color studies, we found
that the amount of overlap between the target color and
its background distracters provided a strong indication of
performance. Colors that worked well as targets had low
category overlap with all of their distracter colors. Colors
that worked poorly had higher overlap with one or more
of their distracter colors. A measure of rank performance
to total category overlap produced correlation values of
0.821 and 0.762 for the seven and nine-color studies, respec-
tively. This suggests that our measure of category overlap
is a direct predictor of subject performance. Low category
overlap between the target color and all of its background
distracters produces relatively rapid subject performance.
High category overlap between the target color and one
or more background distracters results in relatively slow
subject performance.

These results might suggest that color category alone
can be used to choose a set of equally distinguishable col-
ors. To test this, we selected seven new colors that all had
low category overlap with one another, then reran the ex-
periments. Results from this new set of colors were as poor
as the original seven-color study (Fig. 10b). The seven new
colors were located at the centers of their named categories,
so their distances and linear separations varied. The colors
with the longest response times had the smallest distances
and separations. This suggests that we need to maintain
at least a minimum amount of distance and separation to
guarantee acceptable identification performance.

In our last experiment, we chose a final set of seven colors
that tried to satisfy all three selection criteria. The cate-
gories in which the colors were located all had low overlap
with one another. Colors were shifted within their cate-
gories to provide as large a distance and linear separation
as possible. We also tried to maintain constant distances
and linear separations for all the colors. Results from this
final experiment were encouraging (Fig. 10c). Response
times for each of the colors acting as a target were sim-
ilar, with little or no effect from increased display size.
The mean response error was also significantly lower than
during the previous two seven-color experiments. We con-

cluded that up to seven isoluminant colors can be displayed
simultaneously while still allowing for rapid and accurate
identification, but only if the colors satisfy proper color
distance, linear separation, and color category guidelines.

VI. Combining Texture and Color

Previous work in our laboratory focused on selecting per-
ceptual textures and colors in isolation. Clearly, we would
like to use multicolored pexels during visualization. The
ability to combine both features effectively would increase
the number of attributes we can visualize simultaneously.
Results in the literature are mixed on how this might be
achieved. Some researchers have reported that task irrele-
vant variation in color has no effect on texture discrimina-
tion [51], [58], while others have found exactly this kind of
interference [8], [9], [49]. Moreover, we are not aware of any
studies that address whether there is interference from ran-
dom variation in texture properties when discrimination is
based on color. Experiments are therefore needed that ex-
amine possible interference effects in both directions, that
is, effects of color variation on texture discrimination and
effects of texture variation on color discrimination.

A. Experiments

In order to investigate these issues, we designed a new set
of psychophysical experiments. Our two specific questions
were:
1. Does random variation in pexel color influence the de-
tection of a region of target pexels defined by height or
density?
2. Does random variation in pexel height or density influ-
ence the detection of a region of target pexels defined by
color?

We chose to ignore regularity, since it performed poorly
as a target defining property during all phases of our origi-
nal texture experiments [23], [25]. We chose three different
colors using our perceptual color selection technique [22],
[23]. Colors were initially selected in the CIE LUV color
space, then converted to our monitor’s RGB gamut. The
three colors corresponded approximately to red (monitor
RGB = 246, 73, 50), green (monitor RGB = 49, 144, 21)
and blue (monitor RGB = 82, 109, 168). Our new experi-
ments were constructed around a set of conditions similar
to those used during the original texture experiments.

For color targets, we varied:
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(a) (b)

(c) (d)

Fig. 11. Four displays from the combined color-texture experiments, printed colors may not match exactly on-screen colors used during our
experiments: (a) a green target in a sea of blue pexels with background density variation; (b) a red target in a sea of green pexels with
background height variation; (c) a tall target with background blue-green color variation; (d) a dense target with background green-red
color variation

• target-background pairing: some displays contained a
green target region in a sea of blue pexels, while others con-
tained a red target region in a sea of green pexels (Fig. 11a
and 11b); two different pairings were used to increase the
generality of the results,
• secondary dimension: displays contained either no back-
ground variation (e.g., every pexel was sparse and short),
a random variation of density across the array, or a ran-
dom variation of height across the array; this allowed us to
test for interference from two different texture dimensions
during target detection based on color,
• exposure duration: displays were shown for either 50, 150,
or 450 ms; this allowed us to see how detection accuracy
was influenced by the exposure duration of the display, and
• target patch size: target regions were either 2×2 pexels or
4×4 pexels in size. This allowed us to examine the influence
of all the foregoing factors at both relatively difficult (2×2)
and easy (4 × 4) levels of target detectability.

Two texture dimensions (height and density) were stud-
ied, and each involved two different target types: taller
and shorter (for height) and denser and sparser (for den-
sity). For each type of target, we designed an experiment
that tested a similar set of conditions. For example, in the
taller experiment we varied:

• target-background pairing: half the displays contained a
target region of medium pexels in a sea of short pexels,
while the other half contained a target region of tall pexels
in a sea of medium pexels; two different pairings were used
to increase the generality of the results,

• secondary dimension: the displays contained pexels that
were either a constant gray or that varied randomly be-
tween two colors; when color was varied, half the displays
contained blue and green pexels, while the other half of the
displays contained green and red pexels (Fig. 11c),
• exposure duration: displays were shown for 50, 150, or
450 ms, and
• target patch size: target groups were either 2 × 2 pexels
or 4 × 4 pexels in size.

Fig. 11 shows examples of four experiment displays.
Fig. 11a and 11b contain a green target in a sea of blue
pexels, and a red target in a sea of green pexels, respec-
tively. Density varies in the background in Fig. 11a, while
height varies in Fig. 11b. Fig. 11c contains a tall target with
a blue-green background color pattern. Fig. 11d contains
a dense target with a green-red background color pattern.
Any background variation that is present can pass through
a target. This occurs in Fig. 11d, where part of the target
is red and part is green. Note also that, as described for
Fig. 5, the number of paper strips in an individual pexel
depends on its density.

The colors we used during our experiments were chosen
in CIE LUV color space. A simple set of formulas can be
used to convert from CIE LUV to CIE XYZ (a standard
device-independent color model), and from there to our
monitor’s color gamut. To move from LUV to XYZ:
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93.1% 83.7% 93.8% 93.4% 93.8%

96.5% 75.7% 89.1% 85.8%

95.5%

95.4%

Taller Shorter Denser Sparser Color
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Density

Color

None

Background:

Target:

Fig. 12. A table showing the percentage of correct responses for each target-background pairing; target type along the horizontal axis,
background type along the vertical axis; darker squares represent pairings with a high percentage of correct responses; results for taller,
shorter, denser, and sparser with no background variation are from the original texture experiments; blank entries with diagonal slashes
indicate target-background pairings that did not exist during the combined color-texture experiments

Y =
(

L∗ + 16
116

)3

Yw

X = 9u′
4v′ Y

Z = 3
v′Y − 5Y − 3u′

4v′ Y

(6)

where L∗, u′, and v′ are used to specify a color in CIE LUV
(u′ and v′ are simple respecifications of u∗ and v∗), and Yw

represents the luminance of a reference white point. We
then built a conversion matrix to map colors from CIE XYZ
into our monitor’s color gamut. This was done by obtaining
the chromaticities of our monitor’s red, green, and blue tri-
ads, then measuring the luminance of the monitor’s maxi-
mum intensity red, green, and blue with a spot photometer.
These values are needed to convert colors from a device-
independent space (i.e., CIE XYZ) into device-dependent
coordinates (i.e., our monitors RGB color space). All of
our experiments were displayed on a Sony Trinitron moni-
tor with CIE XYZ chromaticities (xr , yr) = (0.625, 0.340),
(xg , yg) = (0.280, 0.595), and (xb, yb) = (0.155, 0.070). The
luminances of maximum intensity red, green, and blue were
Yr = 5.5, Yg = 16.6, Yb = 2.8. This produced an XYZ to
monitor RGB conversion matrix of:




R
G
B


 =




0.131 0.057 0.021
−0.044 0.081 0.002
0.003 0.008 0.033



−1 


X
Y
Z


 (7)

For a complete description of how the conversion formulas
are built, we refer the reader to any of [17], [18], [60].

Ten users participated as observers in each of the two
color and four texture experiments. Each observer had
normal or corrected acuity. Observers who completed the

color experiments were also tested for color blindness [12].
Observers were provided with an opportunity to practice
before each experiment. This helped them become familiar
with the task and the duration of the displays. Before
each testing session began, observers were told that half
the displays would contain a target, and half would not.
We used a Macintosh computer with an 8-bit color lookup
table to run our experiments. Responses (either “target
present” or “target absent”) for each display an observer
was shown were recorded for later analysis.

B. Results

Mean percentage target detection accuracy was the mea-
sure of performance. Observer responses were collected, av-
eraged, and analyzed using multi-factor ANOVA. In sum-
mary, we found:
1. Color targets were detected rapidly (i.e., at 150 ms)
with very high accuracy (96%). Background variation in
height and density produced no interference effects in this
detection task.
2. Detection accuracy for targets defined by density or
height were very similar to results from our original texture
experiments [23], [25]. When there was no background vari-
ation in color, excellent detection accuracy was obtained
for density defined targets (i.e., denser and sparser tar-
gets) at 150 ms (94%). Height defined targets (i.e., taller
and shorter) were detected somewhat less accurately at 150
ms (88%) but were highly detectable at 450 ms (93%). As
we had also found previously, taller targets were generally
easier to detect than shorter targets, and denser targets
were easier than sparser targets.
3. In all four texture experiments, background variation in
color produced a small but significant interference effect,
averaging 6% in overall accuracy reduction.
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Fig. 13. Graphs showing averaged subject results for color, height, and density trials: (a) results for color trials, horizontal axis plots exposure
duration, vertical axis plots percentage of correct responses, each line corresponds to one of the three different background conditions
(no variation, height variation, or density variation); (b) results for height trials; (c) results for density trials

4. The absolute reduction in accuracy due to color inter-
ference depended on the difficulty of the detection task.
Specifically, color interfered more with the less visible tar-
get values (shorter and sparser targets yielded a mean ac-
curacy reduction of 8%) than with the more visible targets
(taller and denser targets yield a mean accuracy reduction
of 4%).

Fig. 12 shows average subject performance as a table rep-
resenting each target-background pair. Target type varies
along the horizontal axis, while background type varies

along the vertical axis. Darker squares represent target-
background pairings with highly accurate subject perfor-
mance. The number in the center of each square reports
the percentage of correct responses averaged across all sub-
jects.

Target regions defined by a particular pexel color were
identified rapidly and accurately in all cases. At a 150 ms
exposure duration mean accuracy was approximately 96%.
The small increase in accuracy from shorter to longer expo-
sure durations was significant, F (2, 36) = 41.03, p < .001.
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However, variation in the background height or density
of pexels caused no significant reduction in performance
(mean accuracy of 95.3% for constant background, 96.6%
for varying height, and 96.9% for varying density; see also
the graph in Fig. 13a). In fact, the graphs in Figure 13a
report that absolute performance was slightly better for
conditions with background variations of height or density.
We suspect that geometric regularity in the texture pat-
tern may produce a gestalt or configurational effect that
interferes with target detection based on color. If so, this
would be similar to previous reports in the psychophysical
literature [2] showing inhibitory effects of gestalt grouping
on target detection.

Detection accuracy for targets defined by texture prop-
erties were very similar to results from our previous texture
experiments [22], [23]. Both kinds of targets benefited from
longer exposure durations (density, F (2, 58) = 9.24, p <
.001; height, F (2, 58) = 10.66, p < .001), with small but
significant increases in accuracy with each increase in du-
ration. With regard to the four kinds of targets, denser
and taller target regions were easiest to identify, followed by
sparser and shorter target regions (Fig. 13b and 13c). How-
ever, only the difference between taller versus shorter tar-
gets was statistically significant, F (1, 29) = 67.14, p < .001.
These effects were not unexpected, since they have been re-
ported in other psychophysical studies [1], [51]. In the tar-
get present displays, accuracy for shorter targets seemed to
be compromised even more than usual because of occlusion:
a group of shorter pexels was often partially occluded by
a group of taller pexels placed in front of them. A group
of taller pexels, on the other hand, tended to stand out
among the shorter pexels that surrounded them. Sparser
targets suffer from a different problem: the need for a
minimum amount of physical space to become perceptu-
ally salient. Since dense targets “add information to” their
target region, rather than “take information away”, they
were less susceptible to this problem. This asymmetry con-
tributed to a significant target type by region size interac-
tion, F (1, 29) = 11.14, p < .01. This was reflected in a dra-
matic reduction in the performance gap between dense and
sparse targets when 2×2 and 4×4 target patches are com-
pared. In displays with 2×2 target regions and background
color variation, dense targets outperform sparse targets by
approximately 7%. For 4×4 target regions, however, dense
and sparse displays were nearly equal in accuracy (less than
1% difference).

For targets defined by texture, random color variation
tended to interfere with detection, causing accuracy to be
lower for both denser and sparser targets in the density
displays (F (1, 29) = 9.12, p < .01) and by interacting with
target type in the case of height (F (1, 29) = 10.61, p <
.01, see also Fig. 13b and 13c). This interaction resulted
from color variation having a greater influence on accuracy
for short targets (F (1, 15) = 6.73, p < .03), which were
generally more difficult to see, than for tall targets, which
were detected with uniformly high accuracy (greater than
90%). These results suggest that color interference can be
limited when color and texture are combined, but only in

cases where the detection task is relatively effortless prior
to the addition of color variation. As can be seen in Fig. 13b
and 13c, the interference effect of color variation tends to
be greatest when the target detection task is most difficult.

Several other miscellaneous effects were worthy of note.
Detection accuracy was generally higher on displays with
a target present than when no target was present (color,
F (1, 18) = 37.32, p < .001; density, F (1, 29) = 5.09, p <
.04; height, F (1, 29) = 6.64, p < .02). This was a small dif-
ference overall (an average of 4%) but it reflected a slight
bias on the part of users to guess “target present” when
they were uncertain what they had seen. Large target re-
gions (4 × 4) were generally easier to identify than small
regions (2 × 2) (color, F (1, 18) = 15.38, p < .001; density,
F (1, 29) = 94.24, p < .001; height, F (1, 29) = 24.78, p <
.001), due to the greater visibility associated with a larger
target region.

Taken together, these results are consistent with stud-
ies based on textures arrayed in a two-dimensional plane
and reported in the psychophysical literature. As described
by [49], we found that color produces a small but statis-
tically reliable interference effect during texture segmenta-
tion. Moreover, we found color and texture form a “feature
hierarchy” that produces asymmetric interference: color
variation interferes with an observer’s ability to see tex-
ture regions based on height or density, but variation in
texture has no effect on region detection based on color.
This is similar to reports by [8], [9], who reported asym-
metric color on shape interference in a boundary detection
task involving two-dimensional textures.

VII. Practical Applications

Although our theoretical results provide a solid design
foundation, it is equally important to ensure that these re-
sults can be applied to real-world data. Our initial goal was
a technique for visualizing multivariate data on an under-
lying height field. We decided to test our perceptual visu-
alization technique by analyzing environmental conditions
on a topographic map. Specifically, we visualized typhoons
in the Northwest Pacific Ocean during the summer and fall
of 1997.

A. Visualizing Typhoons

The names “typhoon” and “hurricane” are region-
specific, and refer to the same type of weather phenomena:
an atmospheric disturbance characterized by low pressure,
thunderstorm activity, and a cyclic wind pattern. Storms
of this type with windspeeds below 17m/s are called “trop-
ical depressions”. When windspeeds exceed 17m/s, they
become “tropical storms”. This is also when storms are
assigned a specific name. When windspeeds reach 33m/s,
a storm becomes a typhoon (in the Northwest Pacific) or a
hurricane (in the Northeast Pacific and North Atlantic).

We combined information from a number of different
sources to collect the data that we needed. A U.S. Navy
elevation dataset1 was used to obtain land elevations at

1http://grid2.cr.usgs.gov/dem/
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ten minute latitude and longitude intervals. Land-based
weather station readings collected from around the world
and archived by the National Climatic Data Center2 pro-
vided daily measurements for eighteen separate environ-
mental conditions. Finally, satellite archives made avail-
able by the Global Hydrology and Climate Center3 con-
tained daily open-ocean windspeed measurements at thirty
minute latitude and longitude intervals. The National Cli-
matic Data Center defined the 1997 typhoon season to run
from August 1 to October 31. Each of our datasets con-
tained measurements for this time period.

We chose to visualize three environmental conditions re-
lated to typhoons: windspeed, pressure, and precipitation.
All three values were measured on a daily basis at each
land-based weather station, but only daily windspeeds were
available for open-ocean positions. In spite of the miss-
ing open-ocean pressure and precipitation, we were able
to track storms as they moved across the Northwest Pa-
cific Ocean. When the storms made landfall the associated
windspeed, sea-level pressure, and precipitation were pro-
vided by weather stations along their path.

Based on our experimental results, we chose to represent
windspeed, pressure, and precipitation with height, den-
sity, and color, respectively. Localized areas of high wind-
speed are obvious indicators of storm activity. We chose to
map increasing windspeed to an increased pexel height. Al-
though our experimental results showed statistically signif-
icant interference from background color variation, the ab-
solute effect was very small. Taller and denser pexels were
easily identified in all other cases, suggesting there should
be no changes in color interference due to an increase in
task difficulty. Windspeed has two important boundaries:
17m/s (where tropical depressions become tropical storms)
and 33m/s (where storms become typhoons). We mirrored
these boundaries with height discontinuities. Pexel height
increases linearly from 0-17m/s. At 17m/s, height approxi-
mately doubles, then continues linearly from 17-33m/s. At
33m/s another height discontinuity is introduced, followed
by a linear increase for any windspeeds over 33m/s.

Pressure is represented with pexel density. Since our
results showed it was easier to find dense pexels in a sea of
sparse pexels (as opposed to sparse in dense), an increase in
pressure is mapped to a decrease in pexel density (i.e., very
dense pexels represent the low pressure regions associated
with typhoons). Three different texture densities were used
to represent three pressure ranges. Pressure readings less
than 996 millibars, between 996 and 1014 millibars, and
greater than 1014 millibars produce very dense, dense, and
sparse pexels, respectively.

Precipitation is represented with color. We used our per-
ceptual color selection technique to choose five perceptually
uniform colors. Daily precipitation readings of zero, 0–
0.03 inches, 0.03–0.4 inches, 0.4–1.0 inches, and 1.0–10.71
inches were colored green, yellow, orange, red, and purple,
respectively (each precipitation range had an equal num-
ber of entries in our typhoon dataset). Pexels on the open

2http://www.ncdc.noaa.gov/ol/climate/online/gsod.html
3http://ghrc.msfc.nasa.gov/ghrc/list.html

ocean or at weather stations where no precipitation values
were reported were colored blue-green. Our experimen-
tal results showed no texture-on-color interference. More-
over, our color selection technique is designed to produce
colors that are equally distinguishable from one another.
Our mapping uses red and purple to highlight the high-
precipitation areas associated with typhoon activity.

We should note that our data-feature mapping is de-
signed to allow viewers to rapidly and accurately identify
and track the locations of storms and typhoons as spatial
collections of tall, dense, red and purple pexels. Our visu-
alization system is not meant to allow users to determine
exact values of windspeed, pressure, and precipitation from
an individual pexel. However, knowing the range of values
that produce certain types of height, density, and color will
allow a viewer to estimate the environmental conditions at
a given spatial location.

We built a simple visualization tool that maps wind-
speed, pressure, and precipitation to their corresponding
height, density, and color. Our visualization tool allows a
user to move forwards and backwards through the dataset
day-by-day. One interesting result was immediately evi-
dent when we began our analysis: typhoon activity was not
represented by high windspeed values in our open-ocean
dataset. Typhoons normally contain severe rain and thun-
derstorms. The high levels of cloud-based water vapor pro-
duced by these storms block the satellites that are used to
measure open-ocean windspeeds. The result is an absence
of any windspeed values within a typhoon’s spatial extent.
Rather than appearing as a local region of high windspeeds,
typhoons on the open-ocean are displayed as a “hole”, an
ocean region without any windspeed readings (see Fig. 14b
and 14d). This absence of a visual feature (i.e., a hole
in the texture field) is large enough to be salient in our
displays, and can be preattentively identified and tracked
over time. Therefore, users have little difficulty finding
storms and watching them as they move across the open
ocean. When a storm makes landfall, the weather stations
along the storm’s path provide the proper windspeed, as
well as pressure and precipitation. Weather stations mea-
sure windspeed directly, rather than using satellite images,
so high levels of cloud-based water vapor cause no loss of
information.

Fig. 14 shows windspeed, pressure, and precipitation
around Japan, Korea, and Taiwan during August 1997.
Fig. 14a looks north, and displays normal summer condi-
tions across Japan on August 7, 1997. Fig. 14b, looking
northeast, tracks typhoon Amber (one of the region’s ma-
jor typhoons) approaching along an east to west path across
the Northwest Pacific Ocean on August 27, 1997. Fig. 14c
shows typhoon Amber one day later as it moves through
Taiwan. Weather stations within the typhoon show the ex-
pected strong winds, low pressure, and high levels of rain-
fall. These results are easily identified as tall, dense, red
and purple pexels. Compare these images to Fig. 14d and
14e, where windspeed was mapped to regularity, pressure
to height, and precipitation to density (a mapping with-
out color that our original texture experiments predict will
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(a)

Typhoon Amber

(b)

Typhoon Amber

(c)

(d) (e)

Fig. 14. Typhoon conditions across Southeast Asia during the summer of 1997: (a) August 7, 1997, normal weather conditions over Japan;
(b) August 27, 1997, typhoon Amber approaches the island of Taiwan from the southeast; (c) August 28, 1997, typhoon Amber strikes
Taiwan, producing tall, dense pexels colored orange, red, and purple (representing high precipitation); (d, e) the same data as in (b)
and (c) but with windspeed represented by regularity, pressure by height, and precipitation by density
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perform poorly). Although viewers can identify areas of
lower and higher windspeed (e.g., on the open ocean and
over Taiwan), it is difficult to identify a change in lower
or higher windspeeds (e.g., the change in windspeed as ty-
phoon Amber moves onshore over Taiwan). In fact, view-
ers often searched for an increase in density that represents
an increase in precipitation, rather than an increase in ir-
regularity; pexels over Taiwan become noticeably denser
between Fig. 14d and 14e.

VIII. Conclusions and Future Work

This paper describes a method for combining percep-
tual textures and colors for multivariate data visualization.
Our pexels are built by varying three perceptual texture
dimensions: height, density, and regularity. Our percep-
tual colors are selected by controlling the color distance,
linear separation, and color category of each color. Both
experimental and real-world results showed that colored
pexels can be used to rapidly, accurately, and effortlessly
analyze large, multi-element displays. Care must be taken,
however, to ensure that the data-feature mapping builds
upon the fundamental workings of the low-level human vi-
sual system. An ad-hoc mapping will often introduce vi-
sual artifacts that actively interfere with a user’s ability to
perform their visual analysis task. Our initial texture ex-
periments showed that taller, shorter, denser, and sparser
pexels can be easily identified, but that certain background
patterns must be avoided to ensure accurate performance.
During our color selection experiments we found that color
distance, linear separation, and color category must all be
considered to ensure a collection of equally distinguish-
able colors. New results on the combined use of texture
and color showed that background color variation causes
a small but statistically significant interference effect dur-
ing a search for targets based on height or density. The
size of the effect is directly related to the difficulty of the
visual analysis task; tasks that are more difficult result in
more color interference. Variation of height and density, on
the other hand, had no effect on identifying color targets.
These results are similar to reports in the psychophysical
literature [8], [9], [49], although to our knowledge no one
has studied perceptual textures and colors displayed in 3D
using perspective projections.

Our results were further validated when we applied them
to real-world applications like typhoon visualization. Our
tools were designed to satisfy findings from our experi-
ments. For example, attributes were mapped in order of
importance to height, density, and color. In cases where
an subject analyzed height or density patterns, we tried
to ensure an effortless search task (i.e., looking for taller
or denser rather than shorter or sparser) to minimize any
color on texture interference that might occur.

One important area of future work is a comparison of our
visualization techniques against other methods that might
be used to represent information in our real-world applica-
tions. For example, it would be useful to test a user’s abil-
ity to track storm activity in our visualization environment
against other standard techniques for representing weather

activity. Although we have yet to conducted these kinds of
practical experiments, we hope to initiate them in the near
future as part of our perceptual visualization studies.

We are now working to integrate our colored pexels with
other visual features. One candidate is orientation; in fact,
our pexels were initially designed to “stand up” off the
underlying height field to support variation of orientation.
Another visual property with significant potential is appar-
ent motion. This technique can be used to make individual
strips in a pexel “walk” within their spatial extent. It may
be possible to tie direction and speed of motion to two
underlying attribute values, thereby increasing the dimen-
sionality of our visualization techniques. We are designing
experiments to investigate the effectiveness of each of these
features for encoding information. We will also study any
interactions that occur when multiple texture, color, ori-
entation, and motion dimensions are displayed simultane-
ously.
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Perceptually-Based Brush Strokes for Nonphotorealistic Visualization
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An important problem in the area of computer graphics is the visualization of large, complex information spaces. Datasets
of this type have grown rapidly in recent years, both in number and in size. Images of the data stored in these collections
must support rapid and accurate exploration and analysis. This article presents a method for constructing visualizations that
are both effective and aesthetic. Our approach uses techniques from master paintings and human perception to visualize a
multidimensional dataset. Individual data elements are drawn with one or more brush strokes that vary their appearance to
represent the element’s attribute values. The result is a nonphotorealistic visualization of information stored in the dataset. Our
research extends existing glyph-based and nonphotorealistic techniques by applying perceptual guidelines to build an effective
representation of the underlying data. The nonphotorealistic properties the strokes employ are selected from studies of the
history and theory of Impressionist art. We show that these properties are similar to visual features that are detected by the low-
level human visual system. This correspondence allows us to manage the strokes to produce perceptually salient visualizations.
Psychophysical experiments confirm a strong relationship between the expressive power of our nonphotorealistic properties and
previous findings on the use of perceptual color and texture patterns for data display. Results from these studies are used to
produce effective nonphotorealistic visualizations. We conclude by applying our techniques to a large, multidimensional weather
dataset to demonstrate their viability in a practical, real-world setting.

Categories and Subject Descriptors: H.1.2 [Models and Principles]: User/Machine Systems—human factors, human infor-
mation processing; I.3.3 [Computer Graphics]: Picture/Image Generation—display algorithms; I.3.6 [Computer Graphics]:
Methodology and Techniques—interaction techniques; J.5 [Arts and Humanities]—fine arts

General Terms: Experimentation, Human Factors, Performance

Additional Key Words and Phrases: Abstractionism, color, computer graphics, human vision, Impressionism, nonphotorealistic
rendering, perception, psychophysics, scientific visualization, texture

1. INTRODUCTION

Visualization is the conversion of collections of strings and numbers (datasets) into images that are used
to explore, discover, validate, and analyze. The term “scientific visualization” originated during an NSF
panel on graphics and image processing [McCormick et al. 1987], although the field had a long and rich
history prior to this meeting (e.g., cartography, or charts and graphs [MacEachren 1995; Slocum 1998; Tufte
1983; 1990; 1997]). A number of important research problems were identified during these initial discussions.

This work was supported in part by the National Science Foundation (NSF) grant CISE-ACI-0083421, and by the National

Sciences and Engineering Research Council of Canada.
Authors’ addresses: C. G. Healey and L. Tateosian, Department of Computer Science, 173 Venture III Suite 165A, 900
Main Campus Drive #8207, North Carolina State University, Raleigh, NC, 27695-8207; email: healey@csc.ncsu.edu; lgta-
teos@unity.ncsu.edu; J. T. Enns and M. Remple, Department of Psychology, 2136 Main Mall, University of British Columbia,
Vancouver, B. C., Canada, V6T 1Z4; email: jenns@psychc.ubc.ca; contactmir@hotmail.com
Permission to make digital/hard copy of all or part of this material without fee for personal or classroom use provided that
the copies are not made or distributed for profit or commercial advantage, the ACM copyright/server notice, the title of the
publication, and its date appear, and notice is given that copying is by permission of the ACM, Inc. To copy otherwise, to
republish, to post on servers, or to redistribute to lists requires prior specific permission and/or a fee.
c© 2004 ACM 0730-0301/2004/0100-0001 $5.00

ACM Transactions on Graphics, Vol. 23, No. 1, January 2004.



2 · Christopher G. Healey et al.

In particular, panelists emphasized the need for ways to manage the overwhelming amount of data being
generated. This is not only an issue of the total number of sample points or data elements stored in a
dataset (i.e., its size). Each element may also encode multiple values representing multiple independent
data attributes (i.e., its dimensionality). The challenge is to design methods to represent even some of this
information together in a common display, without overwhelming a viewer’s ability to make sense of the
resulting images.

A follow-up report on advances in scientific visualization discussed new techniques in important application
areas such as volume and flow visualization [Rosenblum 1994]. At the same time, the report noted that much
less progress had been made towards application-independent methods for managing and displaying large,
multidimensional datasets. Increasing information quality and quantity remains an open problem; this need
was again emphasized during a recent DOE/NSF meeting on research directions in visualization [Smith and
Van Rosendale 1998].

Work in our laboratories has studied various issues in scientific visualization for much of the last ten years.
A large part of this effort has focused on multidimensional visualization, the need to visualize multiple layers
of overlapping information simultaneously in a common display. We often divide this problem into two steps:

(1) The design of a data-feature mapping M , a function that defines visual features (e.g., color, texture, or
motion) to represent the data.

(2) An analysis of a viewer’s ability to use the images produced by M to explore and analyze the data.

A multidimensional dataset D represents m attributes A = (A1, . . . , Am) recorded at n sample points ei,
that is, D = {e1, . . . , en} and ei = (ai,1, . . . , ai,m), ai,j ∈ Aj . A data-feature mapping M(V, Φ) defines m
visual features Vj ∈ V to use to display values for each Aj; it also defines a corresponding Φj : Aj → Vj

to map the domain of Aj to the range of displayable values in Vj . An effective M must generate images
that allow viewers to “see” effortlessly within their data. The need to build fundamental techniques that are
appropriate for a wide range of visualization environments further complicates this problem.

The guidelines used to design our M are based on the perceptual abilities of the low-level human visual
system. Previous work has documented different methods for harnessing perception during visualization
[Bergman et al. 1995; Grinstein et al. 1989; Healey 1996; Healey et al. 1996; Healey and Enns 1999; Rheingans
and Tebbs 1990; Rogowitz and Treinish 1993; Ware 1988; 2000; Ware and Knight 1995; Weigle et al.
2000]. Certain visual features are detected very quickly by the visual system [Egeth and Yantis 1997; Mack
and Rock 1998; Pomerantz and Pristach 1989; Rensink 2000; Simons 2000; Triesman 1985; Triesman and
Gormican 1988; Wolfe 1994; Wolfe et al. 2000]; when combined properly, these same features can be used
to construct multidimensional displays that support rapid, accurate, and effortless exploration and analysis.
For example, properties of color and texture (e.g., luminance, hue, contrast, or regularity) are often used to
represent different attributes in a dataset. The way that color and texture are mapped to the data attributes
is controlled using results from psychophysical studies of our ability to distinguish between different color
and texture patterns. The application of perception in aid of visualization has shown great promise, and has
been explicitly cited as an important area of current and future research [Smith and Van Rosendale 1998].

More recently, we have initiated a new set of investigations that focus on the question: “Can we make our
visualizations aesthetically pleasing?” The way an image initially attracts a viewer’s attention is different
from how it holds a viewer’s interest over time. Cognitive scientists use the terms “orienting” and “engaging”
to describe the distinct psychophysical processes involved in these two aspects of attention [Coren et al. 2003].
Display techniques that invoke these responses could be used to direct attention to important properties
in a visualization, and to then encourage the visual system to perform a more detailed analysis within
these areas. The idea of building artistically-motivated visualizations was also based on nonphotorealistic
rendering algorithms in computer graphics [Curtis et al. 1997; Haberli 1990; Hertzmann 1998; Hsu and Lee
1994; Litwinowicz 1997; Meier 1996; Strassmann 1986], and by the efforts of researchers such as Interrante
ACM Transactions on Graphics, Vol. 23, No. 1, January 2004.
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[Interrante 2000], Laidlaw [Kirby et al. 1999; Laidlaw 2001; Laidlaw et al. 1998], and Ebert and Rheingans
[Ebert and Rheingans 2000; Rheingans and Ebert 2001] to extend this work to a visualization environment.
Nonphotorealistic techniques represent a promising method to both orient and engage a viewer’s attention
within an image.

Certain movements in painting (e.g., Impressionism, Abstractionism, or watercolor) are characterized by
a set of fundamental styles [Brown 1978; Schapiro 1997; Venturi 1978]. If the basic brush stroke properties
embodied in these styles can be identified and simulated on a computer, we believe they can then be used
to represent individual data attributes in a multidimensional dataset. Our goal is an image that looks like
a painting, not of a real-world scene, but rather of the information contained in the dataset.

Such a technique might initially seem difficult to control and test. An important insight is that many brush
stroke properties correspond closely to perceptual features that are detected by our visual system. In some
sense this is not surprising. Artistic masters understood intuitively which properties of a painting would
orient a viewer’s gaze and engage their thoughts. We believe this overlap can act as a bridge between artistic
styles and low-level vision, allowing us to apply our knowledge of perception to predict how nonphotorealistic
techniques will perform in a visualization environment. In addition, psychophysical experiments offer a
controlled method for studying the fundamental strengths and limitations of a given stroke property, both in
isolation and in combination with other properties shown together in the same display. In order to use the
correspondence between painting and perception during multidimensional visualization, we need to show that
our perceptual guidelines extend to a nonphotorealistic domain. Perceptually salient displays will guarantee
an effective presentation of information.

We begin this article with a brief overview of nonphotorealistic rendering, followed by a description of
painting styles in Impressionism and their correspondence to perceptual features in vision. We continue
with an explanation of the guidelines that are used to construct perceptually salient brush strokes. We next
discuss a set of experiments that test the expressiveness of our nonphotorealistic properties to confirm that
their abilities match the perceptual rules on which they are based. Finally, we describe a visualization system
built from our experimental findings, and demonstrate its use for exploring a collection of multidimensional
weather datasets.

2. NONPHOTOREALISTIC RENDERING

For many years researchers in the areas of modeling and rendering in computer graphics have studied the
problem of producing photorealistic images, images of graphical models that are indistinguishable from
photographs of an equivalent real-world scene. Advances in areas such as the simulation of global light
transport, modeling of natural phenomena, and image-based rendering have made dramatic strides towards
achieving this goal. At the same time, researchers have approached the issue of image generation from a
completely different direction. Although photographs are common, there are many other compelling methods
of visual discourse, for example, oil and watercolor paintings, pen and ink sketches, cel animation, and
line art. In certain situations, these nonphotorealistic renderings are often considered more effective, more
appropriate, or even more expressive than an equivalent photograph [Gooch and Gooch 2001; Strothotte
and Schlechtweg 2002] (see Figure 1).

Different methods have been suggested to simulate different artistic styles. For example, researchers from
the University of Washington presented a collection of techniques for generating pen-and-ink sketches. Their
initial work focused on using multiresolution curves [Finkelstein and Salesin 1994] to build a stroke texture,
a prioritized collection of simulated pen strokes that are drawn to create stroke patches with a specific
texture and tone. The stroke textures are used to construct nonphotorealistic renderings of 3D polygonal
models [Winkenbach and Salesin 1994], and to interactively convert greyscale reference images into pen-
and-ink sketches [Salisbury et al. 1994]. Follow-on work extended the stroke textures to parametric surfaces
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Fig. 1. A simple nonphotorealistic rendering of a collection of water lilies; the original image is shown in the upper-left corner

[Winkenbach and Salesin 1996], allowed the definition of directional fields to control orientation during the
sketching of 2D reference images [Salisbury et al. 1997], and discussed ways to guarantee a constant tone
that is independent of scale and display resolution [Salisbury et al. 1996]. Related work by Takagi et al. used
a voxel-based simulation of the physical properties of paper and colored lead pencils to construct color pencil
drawings [Takagi and Fujishiro 1997; Takagi et al. 1999]. Finally, Sousa and Buchanan [1999a; 1999b; 2000]
built a sophisticated simulation of graphite pencils, paper, blenders, and erasers to produce nonphotorealistic
pencil drawings of 3D geometric models; their technique allows for the variation of numerous parameters
such as pressure on the pencil, the shape of its tip, how the pencil is held by the artist, and how the pencil
and paper interact.

Texture synthesis techniques have been proposed by a number of researchers to generate nonphotorealistic
results. Initial work by Lewis [1984] allowed viewers to interactively paint spectral properties of a texture
patch in the frequency domain. Convolution and an inverse Fourier transform were applied to generate
a randomized spatial version of the texture. This result was “painted” onto a canvas in different ways
using different pixel copy operations. Haberli and Segal [1993] showed how texture mapping can be used
ACM Transactions on Graphics, Vol. 23, No. 1, January 2004.
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to produce a number of fundamental drawing primitives, including air brush and painted effects. More
recently, Hertzmann et al. [2001] constructed feature analogies to automatically generate nonphotorealistic
results. Texture synthesis techniques were applied to two images I and I ′ to learn how features in I map to
corresponding features in I ′ (e.g., I could be a photograph and I ′ a painterly rendition of the photograph).
Hertzmann used the resulting image analogy to automatically generate a nonphotorealistic image J ′ from a
new source image J . The image analogy embodies J ′ with style properties similar to those seen in I ′.

Our interests lie mainly in nonphotorealistic techniques that use simulated brush strokes to produce images
that look like paintings. An early example of this idea was proposed by Strassmann [1986]; he constructed
a “hairy brush”, a collection of bristles placed along a line segment. Japanese-style sumi brush strokes were
produced by applying ink to the brush, then moving it along a path over a simulated paper surface. Later
work by Haberli [1990] allowed users to paint by stroking a brush over an underlying target image. The
size, shape, color, location, and direction of brush strokes were varied to produce different representations
of the target. Hsu and Lee [1994] defined a reference backbone and reference thickness for a base texture,
then warped these properties parametrically to produce line art images. This generated expressive strokes
with complex paths of varying thickness. Litwinowicz [1997] clipped simple strokes to object boundaries
in a reference image, then rendered the strokes as lines and texture maps with variable length, thickness,
direction, and color. A stroke’s properties were selected based on the image properties of the object it
represented. Curtis et al. [1997] built a fluid-flow simulation to model the interactions of brush, pigment,
and paper during the painting of watercolor images. Their system produced subtle watercolor effects such
as dry-brush, backruns, and color glazing. Shiraishi and Yamaguchi [1999] computed image moments on a
target image; these values controlled the color, location, orientation, and size of texture-mapped brush strokes
in a painterly rendering of the target. Hertzmann [1998] decomposed a reference image into a level-of-detail
hierarchy by applying Gaussian kernels with increasing support. This generated a collection of reference
images, each with different amounts of blurring. The images were painted using strokes with a radius
proportional to the kernel size. Each stroke was modeled as a spline that varied in its length, size, opacity,
placement, and color jitter. The individual paintings were composited to produce a nonphotorealistic result.
Meier [1996] addressed the goal of animating nonphotorealistic renderings by attaching particles to surfaces
in a 3D geometric scene, then drawing a brush stroke with scene-controlled color, size, and direction at each
particle position. Information stored within a particle ensured a consistent stroke appearance. This produced
a smooth animation free of the visual artifacts that result from inconsistent variations in the appearance of
a stroke across multiple frames. Gooch et al. [2002] segmented an image into closed regions representing
image features; the medial axis of a region defined the locations and directions of brush strokes that were
used to paint the region. Finally, Hertzmann [2002] proposed a method for simulating the appearance of
lighting on the brush strokes in a painting. A height field was associated with each brush stroke, producing
a global height map as the strokes were painted; the height map was then used to bump-map the painting
with a Phong shading model.

More recently, researchers in scientific visualization have started to investigate how techniques from non-
photorealistic rendering might be used to improve the expressiveness of a data display. Laidlaw extended
the layered approach of Meier to visualize multidimensional data in a painterly fashion [Kirby et al. 1999;
Laidlaw 2001; Laidlaw et al. 1998]. He varied style properties such as underpainting lightness and stroke
size, transparency, direction, saturation, and frequency to display multiple layers of information in a single
nonphotorealistic image. Interrante [2000] discussed constructing natural textures to visualize multidimen-
sional data. Finally, Ebert and Rheingans used nonphotorealistic techniques such as silhouettes, sketch lines,
and halos to highlight important features in a volumetric dataset [Ebert and Rheingans 2000; Rheingans
and Ebert 2001]. More recent work applied stipple drawing techniques to interactively preview scientific and
medical volumes [Lu et al. 2002].
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Nonphotorealistic rendering produces images that are expressive by making use of a wide range of painting
styles. Promising results from scientific visualization show that these ideas can be extended to the problem
of representing information. This suggests that it may be possible to construct flexible brush stroke glyphs
to visualize multidimensional data elements. To do this properly, however, we must ensure our brush strokes
will form nonphotorealistic visualizations that are effective in their ability to represent multidimensional
data. The use of nonphotorealistic techniques also holds promise for constructing visualizations that are
seen as aesthetic or beautiful by our viewers.

Our investigations focus on understanding and controlling the expressive abilities of different nonpho-
torealistic brush stroke properties during visualization. These properties can then be used to produce
nonphotorealistic images that are both effective and engaging.

3. PAINTING STYLES

The fundamental properties of a nonphotorealistic image can be identified in part by studying the styles
used by artists to construct their paintings. Our investigation of nonphotorealistic properties is directed
by two separate criteria. First, we are restricting our search to a particular movement in art known as
Impressionism. Second, we attempt to match brush stroke characteristics from the Impressionist painting
style with corresponding visual features that have been shown to be effective in a perceptual visualization
environment. There are no technical reasons for our choice of Impressionism over any other movement. In
fact, we expect the basic theories behind our technique will extend to other types of artistic presentation.
For our initial work, however, we felt it was important to narrow our focus to a set of fundamental goals in
the context of a single type of painting style.

The term “Impressionism” was attached to a small group of French artists (initially including Monet,
Degas, Manet, Renoir, and Pissaro, and later Cézanne, Sisley, and van Gogh, among others) who broke from
the traditional schools of the time to approach painting from a new perspective. The Impressionist technique
was based on a number of underlying principles [Brown 1978; Schapiro 1997; Venturi 1978], for example:

(1) Object and environment interpenetrate. Outlines of objects are softened or obscured (e.g., Monet’s water
lilies); objects are bathed and interact with light; shadows are colored and movement is represented as
unfinished outlines.

(2) Color acquires independence. There is no constant hue for an object, atmospheric conditions and light
moderate color across its surface; objects may reduce to swatches of color.

(3) Solicit a viewer’s optics. Study the retinal system; divide tones as separate brush strokes to vitalize
color rather than greying with overlapping strokes; harness simultaneous contrast; use models from color
scientists such as Chevreul [1967] or Rood [1879].

(4) Minimize perspective. Perspective is shortened and distance reduced to turn 3D space into a 2D image.

(5) Show a small section of nature. The artist is not placed in a privileged position relative to nature; the
world is shown as a series of close-up details.

Although these general characteristics are perhaps less precise than we might prefer, we can still draw a
number of important conclusions. Properties of hue, luminance, and lighting were explicitly controlled and
even studied in a scientific fashion by some of the Impressionists (e.g., Seurat’s use of scientific models of
color [Chevreul 1967; Hering 1964; Rood 1879]). Rather than building an “object-based” representation, the
artists appear to be more concerned with subdividing a painting based on the interactions of light with color
and other surface features. Additional properties can be identified by studying the paintings themselves.
These properties often varied dramatically between individual artists, acting to define their unique painting
techniques. Examples include:
ACM Transactions on Graphics, Vol. 23, No. 1, January 2004.
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—Path. The direction a brush stroke follows; van Gogh made extensive use of curved paths to define
boundaries and shape in his paintings; other artists favored simpler, straighter strokes,

—Length. The length of individual strokes on the canvas, often used to differentiate between contextually
different parts of a painting,

—Density. The number and size of strokes laid down in a fixed area of canvas,
—Coverage. The amount of canvas or underpainting that shows through the foreground strokes,
—Coarseness. The coarseness of the brush used to apply a stroke; a coarser brush causes visible bristle lines

and surface roughness, and
—Weight. The amount of paint applied during each stroke; heavy strokes highlight coarseness and stroke

boundaries, and produce ridges of paint that cause underhanging shadows when lit from the proper
direction.

Figure 2 shows a close-up view of an oil painting that demonstrates different brush stroke properties such
as color, path, size, and density. Although by no means exhaustive, this collection of features provides a good
starting point for our work. All of the stroke properties we use are evaluated for effectiveness by identifying
their perceptual characteristics, and by validating their ability to support visualization, discovery, analysis,
and presentation in a real-world application environment.

4. PERCEPTUAL PROPERTIES

Recent research in visualization has explored ways to apply rules of perception to produce images that are
visually salient [Ware 2000]. This work is based in large part on psychophysical studies of the low-level
human visual system. One of the most important lessons of the past twenty-five years is that human vision
does not resemble the relatively faithful and largely passive process of modern photography [Pomerantz and
Pristach 1989; Triesman 1985; Triesman and Gormican 1988; Wolfe 1994; Wolfe et al. 2000]. The goal of
human vision is not to create a replica or image of the seen world in our heads. A much better metaphor for
vision is that of a dynamic and ongoing construction project, where the products being built are short-lived
models of the external world that are specifically designed for the current visually guided tasks of the viewer
[Egeth and Yantis 1997; Mack and Rock 1998; Rensink 2000; Simons 2000]. There does not appear to be any
general purpose vision. What we “see” when confronted with a new scene depends as much on our goals and
expectations as it does on the array of light that enters our eyes. Among the research findings responsible
for this altered view of “seeing” is a greater appreciation of:

(1) Detailed form and color vision is only possible for a tiny window of several degrees of arc surrounding
the current gaze location. “Seeing” beyond the single glance therefore requires a time-consuming series
of eye movements.

(2) The eye movements that are needed to process a “whole scene,” such as the 180◦ view we often assume
we have, are discrete. Many of them must be made in order to see the detail in a large scene, and almost
no visual information is gained during an eye movement itself.

(3) Memory for information from one glance to the next is extremely limited. At most, the details from only
three or four objects can be monitored between glances; perception is often limited to only one object
at a time. What we see therefore depends critically on which objects in a scene we are looking for and
attending to.

(4) Human vision is designed to capitalize on the assumption that the world is generally a quiet place. Only
differences need to be registered. Objects that are very different from their surroundings, or that change
or move, draw attention to themselves because of the difference signals that emanate from these visual
field locations.
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Fig. 2. A close-up view of a small section of an oil painting that demonstrates various stroke properties such as color, path,
size, and density; the entire painting is shown in the upper-left corner

(5) The basic visual features that can be used to guide attention are not large in number. They include
differences in the first order properties of luminance and hue, and the second-order properties of orienta-
tion, texture, and motion. Effective third-order properties are limited to some very simple characteristics
of shape such as length, area, and convexity.

The reality of each of these findings can be illustrated through the so-called change blindness which affects
us all [Mack and Rock 1998; Rensink 2000; Simons 2000]. It involves a task similar to a game that has
amused children reading the comic strips for many years. Try to find the difference between the two pictures
in Figures 3 and 4. Many viewers have a difficult time seeing any difference and often have to be coached
to look carefully to find it. Once they have discovered it, they realize that the difference was not a subtle
one. Change blindness is not a failure to see because of limited visual acuity; rather, it is a failure based on
inappropriate attentional guidance. Some parts of the eye and the brain are clearly responding differently to
the two pictures. Yet, this does not become part of our visual experience until attention is focused directly
on the objects that vary.

Harnessing human vision for the purposes of data visualization therefore requires that the images them-
selves be constructed so as to draw attention to their important parts. Since the displays being shown are
typically novel, we cannot rely on the expectations that might accompany the viewing of a familiar scene.
Rather, we must build an effective mapping between data values and visual features, so that differences in
the features draw the eyes, and more importantly the mind, on their own. Attracting the viewer’s gaze to
a particular object or location in a scene is the first step in having the viewer form a mental representation
ACM Transactions on Graphics, Vol. 23, No. 1, January 2004.



Perceptually-Based Brush Strokes for Nonphotorealistic Visualization · 9

Fig. 3. An example of change blindness, the inability to quickly identify significant differences across separate views of a common
scene; try to identify the difference between this photograph and the photograph shown in Figure 4 (the answer is included in
footnote 1 on the next page)

that may persist over subsequent scenes.
A data-feature mapping that builds on our knowledge of perception can support the exploration and

analysis of large amounts of data in a relatively short period of time. The ability to take advantage of the
low-level visual system is especially attractive, since:

—completion of high-level exploration and analysis tasks (e.g., target search, boundary and region identifi-
cation, estimation, or spatial and temporal tracking) is rapid and accurate, usually requiring an exposure
duration of 200 milliseconds or less,

—analysis is display size insensitive, so the time required to complete a task is independent of the number
of elements in the display, and

—different features can interact with one another to mask information; psychophysical experiments allow us
to identify and avoid these visual interference patterns.

Our most recent research has focused on the combined use of the fundamental properties of color (hue and
luminance) and texture (size, contrast, orientation, and regularity) to encode multiple attributes in a single
display [Healey 1996; Healey and Enns 1998; 1999]. A comparison of perceptual color and texture properties
with painting styles from Impressionist art reveals a strong correspondence between the two. Reduced to
perceptual elements, color and texture are the precise properties that an artist varies in the application of
colored pigments of paint to a canvas with a brush. From this perspective, color and lighting in Impressionism
has a direct relationship to the use of hue and luminance in perceptual vision. Other brush stroke properties
(e.g., path, density, and length) have similar partners in perception (e.g., orientation, contrast, and size).
This close correspondence between perceptual features and many of the nonphotorealistic properties we hope
to apply is particularly advantageous. Since numerous controlled experiments on the use of perception have
already been conducted, we have a large body of knowledge to draw from to predict how we expect our
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Fig. 4. An example of change blindness, the inability to quickly identify significant differences across separate views of a common
scene; try to identify the difference between this photograph and the photograph shown in Figure 3 (the answer is included in
footnote 1 below)

brush stroke properties to react in a multidimensional visualization environment.
We applied three specific areas of research in perception and visualization to guide the use of properties

of our nonphotorealistic brush strokes: color selection, texture selection, and feature hierarchies that cause
visual interference and masking.

4.1 Color Selection

Color is a common feature used in many visualization designs. Examples of simple color scales include the
rainbow spectrum, red-blue or red-green ramps, and the grey-red saturation scale [Ware 1988]. More sophis-
ticated techniques attempt to control the difference viewers perceive between different colors, as opposed to
the distance between their positions in RGB space. This improvement allows:

—perceptual balance: a unit step anywhere along the color scale produces a perceptually uniform difference
in color,

—distinguishability: within a discrete collection of colors, every color is equally distinguishable from all the
others (i.e., no specific color is “easier” or “harder” to identify), and

—flexibility: colors can be selected from any part of color space (e.g., the selection technique is not restricted
to only greens, or only reds and blues).

Color models such as CIE LUV, CIE Lab, or Munsell can be used to provide a rough measure of perceptual
balance [Birren 1969; CIE 1978; Munsell 1905]. Within these models, Euclidean distance is used to estimate
perceived color difference. More complex techniques refine this basic idea. Rheingans and Tebbs [1990]
plotted a path through a perceptually balanced color model, then asked viewers to define how attribute

1Hint: Look at the bushes immediately behind the back of the Sphinx
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values map to positions along the path. Non-linear mappings emphasize differences in specific parts of
an attribute’s domain (e.g., in the lower end with a logarithmic mapping, or in the higher end with an
exponential mapping). Other researchers have constructed rules to automatically select a colormap for a
target data attribute [Bergman et al. 1995; Rogowitz and Treinish 1993]. Properties of the attribute such
as its spatial frequency, its continuous or discrete nature, and the type of analysis to be performed are used
to choose an appropriate color representation. Ware [1988] constructed a color scale that spirals up around
the luminance axis to maintain a uniform simultaneous contrast error along its length. His solution matched
or outperformed traditional color scales for metric and form identification tasks. Healey and Enns showed
that color distance, linear separation, and color category must all be controlled to select discrete collections
of equally distinguishable colors [Healey 1996; Healey and Enns 1999].

Our color selection technique combines different aspects of each of these methods. A single loop spiraling
up around the L-axis (the luminance pole) is plotted near the boundary of our monitor’s gamut of displayable
colors in CIE LUV space. The path is subdivided into r named color regions (i.e., a blue region, a green
region, and so on). n colors can then be selected by choosing n

r colors uniformly spaced along each of the
r color regions. The result is a set of colors selected from a perceptually balanced color model, each with a
roughly constant simultaneous contrast error, and chosen such that color distance and linear separation are
constant within each named color region.

4.2 Texture Selection

Texture is often viewed as a single visual feature. Like color, however, it can be decomposed into a collection of
fundamental perceptual dimensions. Researchers in computer vision have used properties such as regularity,
directionality, contrast, size, and coarseness to perform automatic texture segmentation and classification
[Haralick et al. 1973; Rao and Lohse 1993a; 1993b; Tamura et al. 1978]. These texture features were derived
both from statistical analysis, and through experimental study. Results from psychophysics have shown that
many of these properties are also detected by the low-level visual system, although not always in ways that
are identical to computer-based algorithms [Aks and Enns 1996; Cutting and Millard 1984; Julész 1975;
1984; Julész et al. 1973; 1978; Snowden 1998; Triesman 1991; Wolfe 1994].

One promising approach in visualization has been to use perceptual texture dimensions to represent
multiple data attributes. Individual values of an attribute control its corresponding texture dimension. The
result is a texture pattern that changes its visual appearance based on data in the underlying dataset.
Grinstein et al. [1989] visualized multidimensional data with “stick-man” icons whose limbs encode attribute
values stored in a data element; when the stick-men are arrayed across a display, they form texture patterns
whose spatial groupings and boundaries identify attribute correspondence. Ware and Knight [1995] designed
Gabor filters that modified their orientation, size, and contrast based on the values of three independent data
attributes. Healey and Enns [1998; 1999] constructed perceptual texture elements (or pexels) that varied in
size, density, and regularity; results showed that size and density are perceptually salient, but variations in
regularity are much more difficult to identify. More recent work found that orientation can also be used to
encode information [Weigle et al. 2000]; a difference of 15◦ is sufficient to rapidly distinguish elements from
one another.

We designed brush strokes that can vary in their area, orientation, spatial density, and regularity (in
addition to color). These texture dimensions correspond closely to the nonphotorealistic properties size,
direction, coverage, and placement. The displays in Figures 5 and 6, used to measure target detection
performance, show examples of each of these properties.

4.3 Feature Hierarchy

A third issue that must be considered is visual interference. This occurs when the presence of one feature
masks another. Although the need to measure a brush stroke’s perceptual strength is not necessary in a
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(a) (b) (c)

(d) (e) (f)

Fig. 5. Examples of target detection, color targets with constant orientation (top) and random orientation (bottom); (a)
orange target in pink strokes, constant 45◦ background orientation; (b) green target in orange strokes, constant 60◦ background
orientation; (c) green target in orange strokes, constant 45◦ background orientation; (d) orange target in pink strokes, random
45◦ and 60◦ background orientation; (e) green target in orange strokes, random 30◦ and 45◦ background orientation; (f) green
target in orange strokes, random 45◦ and 60◦ background orientation

painting, this information is critical for effective visualization design. The most important attributes (as
defined by the viewer) should be displayed using the most salient features. Secondary data should never be
visualized in a way that masks the information a viewer wants to see.

Certain perceptual features are ordered in a hierarchy by the low-level visual system. Results reported in
both the psychophysical and visualization literature have confirmed a luminance–hue–texture interference
pattern. Variations in luminance interfere with a viewer’s ability to identify the presence of individual hues
and the spatial patterns they form [Callaghan 1990]. If luminance is held constant across the display, these
same hue patterns are immediately visible. The interference is asymmetric: random variations in hue have
ACM Transactions on Graphics, Vol. 23, No. 1, January 2004.
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(a) (b) (c)

(d) (e) (f)

Fig. 6. Examples of target detection, orientation targets with constant color (top) and random color (bottom); (a) 45◦ target
in 30◦ strokes, constant pink background color; (b) 60◦ target in 45◦ strokes, constant green background color; (c) 45◦ target
in 30◦ strokes, constant pink background color; (d) 45◦ target in 30◦ strokes, random pink and orange background color; (e)
60◦ target in 45◦ strokes, random pink and orange background color; (f) 45◦ target in 30◦ strokes, random orange and green
background color

no effect on a viewer’s ability to see luminance patterns. A similar hue on texture interference has also
been shown to exist [Healey and Enns 1998; 1999; Snowden 1998; Triesman 1985]; random variations in hue
interfere with the identification of texture patterns, but not vice-versa.

Figure 5 shows examples of hue on orientation interference. The upper three displays use a constant
background orientation (Figures 5(a)–(c)), while the lower three vary orientation randomly from stroke to
stroke (Figures 5(d)–(f)). This has no effect on a viewer’s ability to locate a target group by defined color;
identification is rapid and accurate for both sets of displays. In Figure 6 the mapping is reversed: background
color is held constant in the upper three displays (Figures 6(a)–(c)), and varied randomly in the lower three
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(Figures 6(d)–(f)). Locating a target group of strokes rotated counterclockwise from their neighbors is much
harder when color varies randomly, compared to the displays where color is held constant. What the visual
system “sees” initially is a random color pattern. Only with additional exposure time will differences in
orientation be reported. Feature interference results suggest that luminance, then hue, then various texture
properties should be used to display attributes in order of importance. Real-world evidence has confirmed
that this technique works well in practice.

4.4 Orienting Versus Engaging Attention

We are interested in two properties of a nonphotorealistic visualization: its effectiveness and its aesthetic
merit. These properties correspond to two basic aspects of human attention: orienting and engaging [Coren
et al. 2003]. Orienting attention to a specific location in an image occurs when the location contains an abrupt
transition in a visual feature that is processed by the low-level visual system (e.g., a high-contrast luminance
edge, a brief flicker, or a motion discontinuity). This may include redirecting a viewer’s gaze so that the
foveal center of the eye is aimed at the region of interest, although this is not required. Visual processes can
operate selectively on areas of high visual salience through a process called “covert orienting” [Posner and
Raichle 1994]. Rapidly orienting a viewer’s attention to novel or important areas in a visualization is the
first step towards allowing the viewer to efficiently discover, explore, and analyze within their data.

The process of orienting is different from engaging attention in two important ways. First, while orienting
is often a momentary event based largely on the nature of an image, engaging reflects the conscious intention
of the viewer to search for specific information. For example, engaging is the process that allows the search for
a difficult-to-find target to continue, even when no low-level visual evidence exists to orient the visual system
to the target’s location. Second, different neurological foundations are believed to control the two aspects
of attention. Orienting is governed by the older, sub-cortical visual pathways. Engaging is determined by
a network of cortical regions that are in close communication with the frontal lobes, the so-called “central
executive” of the human brain [Posner and Raichle 1994].

Skilled visual artists are adept at exploiting these complimentary aspects of visual attention, even though
they may do so intuitively, without understanding the underlying neural processes [Zeki 1999]. For example,
masters of the human portrait such as Vermeer, Titian, and Rembrandt painted the faces of people such that
the region of greatest detail and finest spatial resolution was the face itself. Properties of the background and
the model’s clothing are often presented in shadow or rendered with much less resolution and contrast. This
has the effect of drawing the viewer’s eye towards the face, which is the center of interest in the portrait. At
the same time, these artists reserved another small region away from the face for the most extreme contrast.
This was often the collar of the model, a piece of jewelry, or a background surface detail. This localized region
of high contrast “pulls” at the viewer’s orienting system, even as the viewer tries to engage their attention
on the portrait’s face. It has recently been proposed that this interaction between orienting and engaging
underlies our fascination with and artistic appreciation of these works [Ramachandran and Hirstein 1999;
Zeki 1999]. Psychologists believe they may soon understand the neural substrate of this aspect of creative
tension, an idea that is usually thought to be highly abstract.

We believe that orienting and engaging are both important to a successful visualization. Orienting al-
lows us to highlight important regions in an image by capturing the viewer’s focus of attention. Engaging
encourages the visual system to continue to study the details of an image after orienting occurs. We are pur-
suing nonphotorealistic visualizations as a promising way to build images with exactly these characteristics.
Orienting occurs through the careful use of visual features that are rapidly detected by the low-level visual
system. Engaging is achieved by constructing visualizations that are perceived to be beautiful or artistic by
the viewer. The studies described in this article represent our initial steps towards investigating different
aspects of attention in the context of our nonphotorealistic visualization techniques.
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5. EFFECTIVENESS STUDIES

The first question we wanted to answer is whether guidelines on the use of perception in glyph-based visual-
izations will extend to our nonphotorealistic domain. We conducted a set of psychophysical experiments to
test this hypothesis. Our experiments were designed to investigate an observer’s ability to rapidly and accu-
rately identify target brush strokes defined by a particular color or orientation [Liu et al. 2003]. Observers
were asked to determine whether a small, 3× 3 group of strokes with a particular visual feature was present
or absent in a display (e.g., a group of orange strokes, as in Figures 5(a), 5(c), 5(d), and 5(f), or a group
strokes tilted 60◦ in Figures 6(b) and 6(e)). Background orientation, color, regularity, and density varied
between displays. This allowed us to test for single-glance task performance, and for visual interference
effects. Since observers need at least 200 milliseconds to initiate an eye movement, any task performed in
200 milliseconds or less is completed based on “a single glance” at the image. In all cases, observer accuracy
and response times were recorded to measure performance. The experimental results were then used to
identify similarities and differences between nonphotorealistic images and existing perceptual visualization
techniques.

5.1 Design

Each experimental display contained a 22 × 22 array of simulated brush strokes (Figures 5 and 6). The
color of the displays was calibrated to the monitor to ensure accurate reproduction. Observers were asked
to determine whether a group of strokes with a particular target type was present or absent in each display.
Displays were shown for 200 milliseconds, after which the screen was cleared; the system then waited for
observers to enter their answer: “target present” or “target absent.” Observers were told to respond as
quickly as possible, while still maintaining a high rate of accuracy. Feedback was provided after each display:
a “+” sign if an observer’s answer was correct, or a “-” sign if it was not.

The displays were equally divided into two groups: one studied an observer’s ability to identify target
strokes based on color, the other studied identification based on orientation. The appearance of the strokes
in each display was varied to test for single-glance performance and visual interference. For example, the
following experimental conditions were used to investigate an observer’s ability to identify colored strokes:

—Two target-background color pairings. An orange target in a pink background, or a green target in an
orange background; this allowed us to test for generality in observer performance for different target-
background color pairings,

—Two background orientations. Constant (every stroke is oriented in the same direction, either 30◦ or 60◦),
or random (strokes are randomly oriented 30◦ and 45◦, or 45◦ and 60◦); any decrease in performance from
a constant to a random background would indicate visual interference from orientation during the search
for color targets,

—Three background densities. The size of the strokes in the display were varied to produce sparse, dense, or
very dense patterns; this allowed us to see how changes in density affected target identification, and

—Two background regularities. Strokes were arrayed in a regular grid pattern, or jittered randomly across the
display; this allowed us to test for visual interference caused by spatial irregularity in the global texture.

Our experimental conditions produced 24 different color display types (two target-background color pair-
ings by two background orientations by three background densities by two background regularities). Ob-
servers were asked to view eight variations of each display type, for a total of 192 color trials. For each
display type, half the trials were randomly chosen to contain a group of target strokes; the other half did
not.

Examples of six color displays are shown in Figure 5. Each display contains either an orange target in a
sea of pink strokes (Figures 5(a), 5c, 5(d), and 5(f)), or a green target in a sea of orange strokes (Figures 5(b)
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and 5(e)). In the upper three displays the background orientation of the strokes is constant (either 45◦ or
60◦). The coverage is dense in Figure 5(a), sparse in Figure 5(b), and very dense in Figure 5(c). The strokes
are arrayed in a regular pattern in Figure 5(a), and randomly jittered in Figures 5(b) and 5(c). The lower
three displays are identical, except for the background orientation. In Figure 5(d) half the strokes were
randomly selected to be oriented 45◦; the other half are oriented 60◦. In Figures 5(e) and 5(f) half the
strokes are oriented 30◦, and half are oriented 45◦.

The displays that studied orientation were designed in an identical fashion. Two target-background ori-
entation pairings were tested: target strokes oriented 45◦ in a sea of background strokes oriented 30◦, or
60◦ targets in a 45◦ background. Two different color patterns were used to search for color on orientation
interference: constant (every stroke has the same color, either green or pink), or random (strokes are ran-
domly colored green and orange, or orange and pink). Background densities and regularities are identical to
the color displays. As before, eight variations of each display type were shown for a total of 192 orientation
trials.

Figures 6(a), 6(c), 6(d), and 6(f) show examples of 45◦ target strokes in a sea of 30◦ background ele-
ments. Figures 6(b) and 6(e) show a 60◦ target in a 45◦ background. The upper three displays have a
constant background color (either pink or green). The strokes are densely packed and regularly positioned
in Figure 6(a), sparsely packed and randomly jittered in Figure 6(b), and very densely packed and randomly
jittered in Figure 6(c). The lower three displays are identical, except for the background color of the strokes.
In Figures 6(d) and 6(e) half the strokes were randomly selected to be colored pink; the other half are colored
orange. In Figure 6(f) half are colored orange, and half are colored green.

The colors, orientations, densities, and regularities we used were chosen based on results from previous
experiments [Healey and Enns 1998; 1999; Weigle et al. 2000]. In particular, the colors and orientations we
selected were shown to be rapidly distinguishable from one another when displayed in isolation (i.e., without
variations in irrelevant background dimensions).

Eighteen observers (six males and twelve females ranging in age from 18 to 28) with normal or corrected
acuity and normal color vision participated during our studies. The observers were undergraduate and grad-
uate student volunteers, none of whom had any prior experience with scientific visualization. Every observer
completed both the color and the orientation experiments within our minimum accuracy requirements of
60% or better for each target type. Observers were told before an experiment that half the trials would
contain a target, and half would not. Observers completed a practice session with 24 trials before each
experiment (i.e., color practice trials before the color experiment, and orientation practice trials before the
orientation experiment). Observers were counterbalanced: half started with the color experiment, while
the other half started with the orientation experiment. We used a Macintosh computer with a 24-bit color
display to run our studies. Answers (either “target present” or “target absent”) and response times for each
trial an observer completed were recorded for later analysis.

5.2 Results

Each observer response collected during our experiments was classified by condition: target-background
pairing, primary background type (either constant or random), density, regularity, and target present or
absent. Trials with the same conditions were collapsed to produce an average accuracy a and an average
response time t. We used these values to compute a measure of search inefficiency for each observer in each
condition e = t

a ; this is a common measurement for situations where the direction of change in accuracy and
response time is the same in each experimental condition. If observer responses are perfect (i.e., a = 1.0),
inefficiency e equals response time; as accuracy decreases, inefficiency e increases (i.e., search inefficiency
increases both for longer response times and for increased error rates). Results were tested for significance
with a multifactor analysis of variance (ANOVA). We used a standard 95% confidence interval to denote
significant variation in mean inefficiency values.
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We first conducted preliminary ANOVAs examining all possible factors, separately for accuracy data a
and response time t. These analyses indicated that: (1) some factors were not significantly related to our
measures of performance (specifically, target presence-absence and target-background pairing), and (2) a
and t were highly correlated. Our primary analyses were therefore based on the search inefficiency measure
e and the significant factors of target type (color or orientation), primary background (constant or random),
density (sparse, dense, or very dense), and regularity (regular or irregular). In summary, our results showed:

(1) Color targets were easy to detect at our 200 millisecond single-glance exposure duration (mean accuracy
a = 91.1% and mean inefficiency e = 811.9 over all experimental conditions); a random orientation
pattern had no interfering effect on performance.

(2) Orientation targets were easy to detect when a constant color was displayed in the background (a = 71.9%
and e = 1327.7 for constant color trials); a random background color pattern caused a significant
reduction in performance (a = 67.9% and e = 1437.8 for random color trials).

(3) Background density had a significant effect on both color and orientation targets; denser displays pro-
duced an improvement in performance.

(4) Background regularity had a significant effect on both color and orientation targets; irregular displays
caused a reduction in performance.

Color targets were easy to identify, moreover, a random variation in background orientation had no effect
on performance (F (1, 17) = 0.01, p < 0.94 with e = 813.7, a = 91.2% for constant orientation, and
e = 810.2, a = 90.9% for random orientation). Orientation targets were easy to identify in a constant
color background, although performance was not as good as for color targets (e = 1327.7, a = 71.9%). A
random color pattern produced a significant reduction in performance (F (1, 17) = 8.08, p < 0.05, with
e = 1437.8, a = 67.9%).

Variation in background density had a significant effect on performance, both for color targets (F (2, 34) =
30.84, p < 0.001) and for orientation targets (F (2, 34) = 7.85, p < 0.01). In all cases accuracy and ineffi-
ciency were best for very dense packings (e = 708.1, a = 96.9% for very dense color trials; e = 1245.3, a =
75.2% for very dense orientation trials), and worst for sparse packings (e = 953.9, a = 83.0% for sparse color
trials; e = 1511.2, a = 66.0% for sparse orientation trials).

Variation in background regularity also had a significant effect on performance, both for color targets
(F (1, 17) = 5.10, p < 0.04) and for orientation targets (F (1, 17) = 24.89, p < 0.001). In all cases accuracy
and inefficiency were best for regular trials (e = 787.5, a = 92.5% for regular color trials; e = 1235.7, a =
75.6% for regular orientation trials), and worst for irregular trials (e = 834.7, a = 89.7% for irregular color
trials; e = 1523.7, a = 64.1% for irregular orientation trials).

Finally, we observed a density × regularity interaction for color trials (F (2, 34) = 5.34, p < 0.01):
variations in performance were larger for “harder” trials. For example, the effect of irregularity was larger
for sparse color trials, compared to very dense color trials; the effect of density was larger for irregular trials,
compared to regular trials. The same interaction pattern was seen for the orientation trials, but the effect
was only marginally significant (F (2, 34) = 2.93, p < 0.07).

5.3 Interpretation

Our results match previous findings in both the psychophysical and the visualization literature, specifically:
(1) color produces better performance than orientation during target identification (F (1, 17) = 71.51, p <
0.001 for our experiments), and (2) an asymmetric color on texture interference effect exists (random color
patterns interfere with orientation identification, but not vice-versa). Both results have been reported in
experimental [Callaghan 1990; Snowden 1998] and real-world visualization settings [Healey and Enns 1998;
1999]. Our results extend the work of Healey and Enns, who found a general color on texture interference
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pattern, but no corresponding texture on color effect [Healey and Enns 1999]. This provides positive evidence
to support the belief that perceptual findings will carry to a nonphotorealistic visualization environment.

The improvement in performance when density increased, both for color and orientation targets, was
encouraging. An initial concern we discussed was that texture variations (e.g., orientation differences) would
disappear when density increased and background color was held constant. Our results show that, for the
types of strokes we displayed, different orientations are not “lost” in the background, even when a significant
stroke overlap exists. This supports our goal of producing painterly images that contain dense stroke regions,
yet at the same time allow viewers to rapidly identify variations in the underlying texture properties.

Finally, the reduction in performance when strokes were irregularly positioned was intriguing. We con-
cluded that regularity acts as a reinforcing visual cue, helping observers identify targets based on some
other feature (e.g., color or orientation). The presence of a target patch “breaks” the regularity pattern,
providing an additional visual signal that identifies the presence of a target. Jittering the strokes removes
this background support. In this sense, irregularity is not so much an “interfering” effect as it is the loss of
a secondary feature that helps to highlight the presence of a group of target strokes.

6. NONPHOTOREALISTIC VISUALIZATION

Based on the results from our experiments, we built a nonphotorealistic visualization system that varied
brush stroke color, orientation, coverage (i.e., spatial density), and size to encode up to four data attributes
(in addition to the two spatial values used to position each stroke). The presence of feature hierarchies
suggest color should be used to represent the most important attribute, followed by texture properties. Our
results further refine this to mapping color, coverage, size, and orientation in order of attribute importance
(from most important to least important).

6.1 Painting Algorithm

To produce nonphotorealistic visualizations, we must convert a dataset D into a nonphotorealistic image
using a data-feature mapping M . We wanted to design a technique that was based in part on the way
that artists paint on a canvas. To this end, we implemented an algorithm that spatially subdivides D into
common regions (objects) based on attribute value, then paints each region independently to produce a
finished result. Our technique follows four basic steps:

(1) Segment D into p spatially connected regions, where the attribute values ai,j for the elements in each
region Rk are within a given tolerance εj of one another.

(2) For each region Rk containing elements e1, . . . , et, compute a region-global stroke coverage from the
average value 1

t

∑t
i=1 ai,j , where Aj is the attribute represented by coverage.

(3) “Paint” strokes at randomly selected positions within Rk. The color, orientation, and size of each stroke
are controlled by the attribute values of the element closest to the stroke’s center. A stroke is accepted
or rejected based on its overlap with existing strokes, and on its overlap with Rk. This process continues
until Rk’s required coverage is met.

(4) After all p regions are painted, display the result to the viewer.

Step three represents an important difference between our nonphotorealistic technique and glyph-based
visualizations. Most glyph algorithms use a one-to-one or one-to-many mapping to represent each data
element with individual glyphs. We wanted a method that was more analogous to how paintings are con-
structed: “objects” in a scene are identified and painted in turn. This is done by segmenting a dataset into
spatial regions, then painting strokes within each region until an appropriate stroke coverage is met. In our
technique strokes do not correspond to specific data elements, rather, the strokes are bound to the elements
indirectly through the segments they belong to.
ACM Transactions on Graphics, Vol. 23, No. 1, January 2004.



Perceptually-Based Brush Strokes for Nonphotorealistic Visualization · 19

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 7. Examples of different segmentation algorithms applied to an RGB image of a golden poppy; (a, b, c, d) segments with
a fixed, running average, weighted average with w = 1, and weighted average with w = 7

8
, respectively; (e, f, g, h) segments

overlaid on the original RGB image

Segmentation is performed using a modified region-growing algorithm. The first element e1 of a new
segment Rk is selected from a list of elements that do not belong to any segment. Average attribute values
aj = a1,j, j = 1, . . . , m are initialized based on e1. Rk is then grown as follows:

(1) Consider all elements in the eight-neighbor region around e1.

(2) If a neighboring element ei is not part of some other segment, and if |aj − ai,j | ≤ εj ∀j, add ei to Rk.

(3) Update aj based on ai,j , then recursively consider the neighbors of ei.

(4) Continue until no more elements can be added to Rk.

Some care must be used during the updating of aj . We do not use the initial a1,j as a fixed average,
for example, since this produces segments that are too sensitive to the selection of e1. Consider the visual
example shown in Figure 7, where we segment a dataset of pixels with m = 3 attributes: red, green, and
blue. The segment generated with fixed averages and e1 selected from the lower-left corner of the image is
shown in grey in Figures 7(a) and 7(e). Because the choice of e1 produced aj that were relatively dark, the
segment is smaller than expected. Since aj do not change as the segment is constructed, we cannot correct
for this initial decision. Updating aj for each ei forces the averages to follow the structure of the segment as
it grows. New attribute values ai,j must be properly weighted when they are added to aj , however. Consider
Figures 7(b) and 7(f), which use a simple running average aj = 1

2 (aj + ai,j) for each new element ei. This
places too much importance on the attribute values of ei, producing segments that are too large. Intuitively,
a running average pushes aj too far in the direction of ei; if neighboring elements have similar attribute
values, this significantly increases the likelihood that these neighbors will be also accepted into the segment.

The technique we implemented uses weighted averages to build data segments. Given elements e1, e2, . . . , et,
the average values at step t during segment construction are:
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Fig. 8. An example of our segmentation and brush stroke model being used to produce a nonphotorealistic rendering from an
RGB image of a golden poppy

aj =
1∑t

i=1 wi−1
(w0a1,j + w1a2,j + · · · + wt−1at,j), j = 1, . . . , m (1)

w is used to weight the contribution of each new element. When w = 1, aj is a simple average of the
attribute values within Rk. When w < 1, each additional element has a monotonically smaller effect on
aj , allowing the averages to converge to near-constant values. This is particularly useful when we visualize
datasets with smooth gradients. Specifying w < 1 allows the construction of segments that do not expand
to fill the entire gradient. The fraction 1/

∑t
i=1 wi−1 clamps aj to lie in the range 0 . . . amax

j , where amax
j is

the largest possible value for attribute Aj .
Figure 7 shows examples of two weighted average segments. In Figures 7(c) and 7(g) the averages are

updated using w = 1. In Figures 7(d) and 7(h) the segment is built with w = 0.875. This produces a smaller
result, since elements past the first few contribute little to each aj (e.g., the tenth element at t = 10 accounts
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for 0.8759/
∑10

i=1 0.875i−1 = 0.051, or approximately 5.1% of the segment average). By varying w, we can
control the relative size of the segments we generate.

Each segment Rk is painted by randomly placing brush strokes inside it. The percentage of Rk to be covered
by its strokes (coverage) is defined based on 1

t

∑t
i=1 ai,j , where Aj is the attribute that represents coverage.

Because the elements ei within Rk must have similar attribute values, a region-global coverage produces
an acceptable representation of Aj within Rk. As each new stroke is placed, two values are computed: the
overlap with existing strokes, and the overlap with Rk’s extent. If the stroke overlap is too high, or if the
segment overlap is too low, the stroke is rejected. The allowable stroke overlap is slowly increased to ensure
that Rk’s coverage can be met. The color, orientation, and size of each stroke are chosen using the attribute
values of the element closest to the stroke’s center.

The brush strokes used in our current prototype are identical to the ones shown during our experiments.
They are constructed with a simple texture mapping scheme. This technique is common in nonphotorealistic
rendering (e.g., in Haberli [1990], Hertzmann [1998], Litwinowicz [1997], and Meier [1996]). Real painted
strokes are digitally captured and converted into texture maps. The textures are applied to an underlying
polygon to produce a collection of generic brush strokes. We use a small library of representative stroke
textures. One of the textures is randomly selected and bound to a stroke when it is placed. This produces a
more random, hand-generated feel to the resulting images. The nonphotorealistic rendering of the complete
golden poppy image is shown in Figure 8. Additional examples of renderings and visualizations are shown
in Figures 1, 9, and 10.

6.2 Practical Applications

One of the application testbeds for our nonphotorealistic visualization technique is a collection of monthly
environmental and weather conditions collected and recorded by the Intergovernmental Panel on Climate
Change. This dataset contains mean monthly surface climate readings in 1

2

◦ latitude and longitude steps for
the years 1961 to 1990 (e.g., readings for January averaged over the years 1961-1990, readings for February
averaged over 1961-1990, and so on). We chose to visualize values for mean temperature, wind speed, pressure,
and precipitation. Based on this order of importance, we built a data-feature mapping M that varies brush
stroke color, coverage, size, and orientation. This mapping divides the concept of spatial density into two
separate parts: size, the size of the strokes used to represent a data element ei, and coverage, the percentage
of ei’s screen space covered by its strokes. Both properties represent brush stroke features. Size describes the
energy of strokes in a fixed region of a painting (e.g., a few long, broad, lazy strokes or many small, short,
energetic strokes). Coverage describes the amount of the underlying canvas, if any, that shows through the
strokes. This produced the following data-feature mapping M :

—A1 = temperature → V1 = color, Φ1 = dark blue for low temperature to bright pink for high temperature,
—A2 = wind speed → V2 = coverage, Φ2 = low coverage for weak wind speed to full coverage for strong wind

speed,
—A3 = pressure → V3 = size, Φ3 = small strokes for low pressure to large strokes for high pressure, and
—A4 = precipitation → V4 = orientation, Φ4 = upright (90◦ rotation) for light precipitation to flat (0◦

rotation) for heavy precipitation.

Figure 9 shows an example of applying M to data for February along the east coast of the continental
United States. The top four images use a perceptual color ramp (running from dark blue and green for small
values to bright red and pink for large values) to show the individual variation in temperature, pressure, wind
speed, and precipitation. The result of applying M to construct a nonphotorealistic visualization of all four
attributes is shown in the bottom image. Various color and texture patterns representing different weather
phenomena are noted on this image. Changes in temperature are visible as a smooth blue-green to red-pink
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temperature pressure wind speed precipitation

cold 
(blue and green)

calm winds 
(low coverage)

light rain 
(upright)

strong wind 
(full coverage)

heavy rain 
(tilted)

pressure gradient 
(size gradient)

hot 
(pink and red)

Fig. 9. Nonphotorealistic visualization of weather conditions for February over the eastern United States: (top row) perceptual
color ramps (dark blue for low to bright pink for high) of mean temperature, pressure, wind speed, and precipitation in isolation;
(bottom row) combined visualization of temperature (dark blue to bright pink for cold to hot), wind speed (low to high coverage
for weak to strong), pressure (small to large for low to high), and precipitation (upright to flat for light to heavy)
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(a)

(b)

Fig. 10. Weather conditions over the continental United States: (a) mean temperature, pressure, wind speed and precipitation
(represented by color, size, coverage, and orientation) for January; (b) mean conditions for August
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color variation running north to south over the map. Pressure gradients produce size boundaries, shown
as neighboring regions with different sized strokes (e.g., larger strokes in Florida represent higher pressure
readings). Increases in rainfall are shown as a increasing stroke tilt running from upright (light precipitation)
to flat (heavy precipitation). Finally, the wind’s magnitude modifies stroke coverage: weak wind speed values
produce small numbers of strokes with a large amount of background showing through (e.g., north of the
Great Lakes), while strong wind speed values produce larger numbers of strokes that completely fill their
corresponding screen space (e.g., in central Texas and Kansas).

Figure 10 uses the same M to visualize weather conditions over the continental United States for January
and August. These visualizations provide a number of interesting insights into historical weather conditions
for this part of the world. In January (Figure 10(a)) weak wind speed and pressure values (shown as small,
low coverage strokes) cover much of western, southeastern, and northeastern parts of the country. Regions
of much higher pressure are shown as larger strokes in the center of the map. Typically heavy precipitation
in the Pacific Northwest is represented by nearly flat strokes. Regions of severe cold east of the Rocky
Mountains near Denver and in the northern plains and Canadian prairies appear as patches of dark green
and blue strokes. Conditions in August (Figure 10(b)) are markedly different. Most of the United States is
warm with areas of intense heat, shown as bright pink strokes, visible in southern California, the southwest,
and most of the southern states. Little precipitation is evident apart from Florida, where tilted strokes are
displayed. Finally, wind speed to the west of the Rocky Mountains is much weaker than to the east; the
background is clearly visible through the strokes in the west, while almost no background can be seen in the
east.

7. VALIDATION EXPERIMENT

In order to further explore the capabilities of our nonphotorealistic techniques, we conducted a basic valida-
tion experiment designed to:

(1) Test the ability of our nonphotorealistic visualization to support common analysis tasks on real-world
data.

(2) Compare our nonphotorealistic visualization with a more traditional display method.
(3) Study whether the common method of combining displays that work well in isolation produces an effective

multidimensional visualization.

Our experiment compared user performance in our nonphotorealistic weather visualizations with more tra-
ditional displays. The dataset we used for this experiment contained four data attributes A = ( temperature,
wind speed, wind direction, precipitation ). Based on consultation with domain experts from the natural sci-
ences, we decided to composite standard displays of the individual attributes to produce a multidimensional
result. Anecdotal feedback from the scientists suggested that our nonphotorealistic visualizations were better
than the collection of side-by-side displays they often employ (e.g., Figures 11(a)–(c), which were captured
directly from online weather maps), particularly when searching for combinations of weather conditions. This
is not surprising, since a search across multiple images will produce change blindness. The low-level visual
system cannot remember image detail beyond the local region containing the viewer’s focus of attention (see
the Perceptual Properties section for a more detailed discussion of change blindness). Because many people
are already familiar with standard weather maps, the scientists wondered whether a combination of these
displays would still be effective. Our experiment was designed to study this question, and to compare the
performance of a combined display to our nonphotorealistic visualizations.

Figure 11(d) shows the result of applying Ms(Vs, Φs) with Vs = ( color, luminance, directed contours, semi-
transparent color ), Φs = ( green · · · yellow, dark · · · bright, 0◦ · · · 360◦, green · · · red ). Certain modifications
were needed to combine the data into a single image. For example, temperature, wind speed, and precipitation
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(a) (b) (c)

(d) (e)

Fig. 11. Example multidimensional visualizations: (a) standard visualization of temperature with color (dark green for cooler
to yellow for warmer); (b) standard visualization of precipitation with Doppler radar (green for light rainfall to red for heavy
rainfall); (c) standard visualization of wind direction with directed contours and wind speed with color (dark blue for low winds
to bright green for high winds); (d) a combination of three individual visualizations to form a single, multidimensional image; (e)
a nonphotorealistic visualization with simulated paint strokes that vary their color, coverage, orientation, and size to visualize
the same data

are all represented by color in the individual displays (Figures 11(a)–(c)); we continued to use color to
represent temperature, but switched to luminance to represent wind speed. This variation of luminance
makes areas of weaker winds appear darker (i.e., lower luminance), and areas of stronger winds appear
lighter (i.e., higher luminance and therefore less saturated). We left the Doppler radar traces of precipitation
intact, but made them semi-transparent to try to show the underlying temperature, wind speed, and wind
direction.

Figure 11(e) displays the same data in Figure 11(d) as a nonphotorealistic visualization. Here, Mn is
defined as Vn = ( color, coverage, orientation, size ), Φn = (dark blue · · · bright pink, low · · · high, 0◦ · · · 360◦,
small · · · large ). Since the nonphotorealistic technique was specifically designed to visualize multidimensional
datasets, none of the tradeoffs used in Figure 11(d) were needed. Because of the coarseness of the available
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data, we imposed a more regular structure on the positions of our brush strokes. Apart from this modification,
the painting algorithm used for Figure 11(e) was identical to the one used for the previous datasets.

Fifteen observers (computer science graduate students and staff ranging in age from 18 to 41) with normal
or corrected acuity and normal color vision participated during this experiment. The data-feature mappings
Ms and Mn were explained in detail to the observers using a pair of visualizations different from the ones
shown during the experiment. Observers were encouraged to ask questions to ensure they understood how
each attribute was being represented. Observers were then instructed to answer the following questions on
a new pair of visualization images (Figures 11(d) and 11(e)):

(1) In which visualization is it easiest to distinguish: temperature; precipitation; wind speed; wind direction?
(2) Identify an area in each visualization that has: high temperature; high precipitation; low wind speed.
(3) Identify an area in each visualization that has: high precipitation and low temperature; high precipitation

and high wind speed.
(4) Identify an area in each visualization where temperature changes rapidly.

The first question queried an observer’s preferences about the representation techniques used for each
attribute. The second question tested an observer’s ability to identify values for three different attributes.
The third question tested an observer’s ability to identify combinations of attribute values. The final question
tested an observer’s ability to identify high spatial frequency changes in one attribute (temperature) in the
presence of a second (precipitation). As with the construction of the standard visualization image, these
questions were selected in part through suggestions from our natural science colleagues.

7.1 Results

Responses were recorded and tabulated for all fifteen observers. Chi-squared tests with a standard 95%
confidence interval were used to denote significance. In summary, we found:

(1) Observers preferred the nonphotorealistic visualization’s method of representing temperature and wind
speed.

(2) Observers preferred the standard visualization’s method of representing precipitation.
(3) Observers were better at identifying high temperature in the nonphotorealistic visualization.
(4) Observers were better at identifying a combination of high precipitation and high wind speed in the

nonphotorealistic visualization.
(5) Observers were better at identifying areas of rapid temperature change in the nonphotorealistic visu-

alization.

Table 7.1 details observer preferences for the visualization that they felt made each data attribute easiest
to distinguish. A chi-squared test showed significant variation within the table as a whole (χ2

3 = 28.8,
p < 0.001). Chi-squared tests on each attribute identified a significant preference for the nonphotorealistic
visualization for temperature and wind speed (χ2

1 = 11.267, p < 0.001 in both cases), and a significant
preference for the standard visualization for precipitation (χ2

1 = 8.067, p < 0.01). Observers indicated that
it was easier to see precipitation in the standard visualization, since it sat “on top” of the other attributes.
However, this made it difficult to distinguish temperature and wind speed in areas of high precipitation (and
thus the preference for the nonphotorealistic visualization’s method of displaying these attributes). Although
wind direction was also obscured by precipitation in the standard visualization, some observers felt they could
infer its pattern from what they could see entering and exiting areas of high rainfall.

Table 7.1 details observer performance for the task of identifying the location of high or low attribute
values in the visualization. For this task, “high” was considered to be any value in the top 10% of the
range shown in the visualization, and “low” was any value in the bottom 10%. “Correct” means an observer
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Table I. Combined Responses for the Question: “In Which Visualization is it
Easiest to Distinguish the Given Data Attribute?”

Visualization temperature precipitation wind speed wind direction

Standard 1 13 1 5

Nonphotorealistic 14 2 14 10

Table II. Combined Responses for the Task: “Identify an Area in Each Visualization
that has the Following Attribute Value”

Visualization Response High temperature High precipitation Low wind speed

correct 10 14 11
Standard incorrect 2 0 0

hard to tell 3 1 4

correct 15 13 13
Nonphotorealistic incorrect 0 0 0

hard to tell 0 2 2

correctly identified an area in the visualization that contained the target attribute value. “Incorrect” means
an observer identified an area that did not contain the target attribute value. “Hard to tell” means an
observer gave no answer, but instead reported it was “hard to tell” where the target value was located.
Performance for identifying high temperature was significantly better in the nonphotorealistic visualization
(χ2

2 = 6.00, p < 0.05). There was no statistical difference in performance for the other two attributes.
Interestingly, although observers stated a preference for the way precipitation was displayed in the standard
visualization (see Table 7.1), this did not produce any improvement in identifying regions of high precipitation
(χ2

2 = 0.37, p < 0.90).
Table 7.1 details observer performance for the task of identifying the location of a combination of high and

low attribute values in the visualization (with “high” and “low” defined as before). In both cases absolute
performance was better in the nonphotorealistic visualization, although it was statistically significant only for
identifying combinations of high precipitation and high wind speed (χ2

2 = 7.778, p < 0.05). Observers reported
that it was easier to see color differences (i.e., variations in temperature) through the semi-transparent
Doppler radar traces in the standard visualization, compared to luminance differences (i.e., variations in
wind speed). This explained the slightly better absolute performance in the standard visualization for the
first task: Identify areas of high precipitation and low temperature (versus the second task of identifying high
precipitation and high wind speed).

Table 7.1 details observer performance for the task of identifying rapid changes in temperature. These
areas were known to be located within areas of high precipitation, so the question was designed to test
an observer’s ability to identify sharp variations in one attribute (temperature) in the presence of a second
(precipitation). Results showed a significant performance advantage in the nonphotorealistic visualization
(χ2

1 = 8.572, p < 0.01).

7.2 Interpretation

Although the standard visualization appeals to our familiarity with the weather maps we often see in day-
to-day life, it was not built with methods that support rapid and accurate multidimensional analysis. This
fact was highlighted during our experiment. Results showed that performance with the nonphotorealistic
visualization matched or exceeded the standard visualization in all cases. This suggests that a method
specifically designed for multidimensional data produces better visualizations than a combination of displays
that work well in isolation. It also demonstrates that the nonphotorealistic visualizations are effective at
representing multidimensional data in a way that supports real-world analysis tasks.
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Table III. Combined Responses for the Task: “Identify an Area in Each
Visualization that has the Following Combinations of Attribute Values”

High precipitation AND High precipitation AND
Visualization Response

Low temperature High wind speed

correct 9 7
Standard incorrect 5 8

hard to tell 1 0

correct 13 14
Nonphotorealistic incorrect 2 1

hard to tell 0 0

Table IV. Combined Responses for the Task: “Identify an
Area in Each Visualization with Rapid temperature

Change”

Visualization Response rapid temperature change

correct 4
Standard

incorrect 11

correct 12
Nonphotorealistic

incorrect 3

Given the foundations used to build the visualizations (rules of perception versus effective visualizations
in isolation), the fact that the nonphotorealistic visualization outperformed the standard visualization in
certain situations is not surprising. What was unexpected was that the standard visualization was never
better than the nonphotorealistic visualization for the tasks we tested. Choosing representations in the
standard visualization that favor some attributes (e.g., precipitation) at the expense of others should make
these attributes highly salient. This was exactly what we observed, for example, in Tables 7.1 and 7.1
where the presence of precipitation in the standard visualization interfered with the identification of wind
speed and temperature, respectively. Our results therefore suggest that every attribute representation in
the nonphotorealistic visualization is at least as good as the corresponding attribute representation in the
standard visualization.

A number of issues were raised when we tried to combine the individual displays to produce the standard
weather visualization. These included occlusion (e.g., semitransparent Doppler radar traces obscured un-
derlying temperature, wind speed, and wind direction values), and links between visual features that caused
variations in one to affect another (e.g., luminance variations used to represent wind speed lightened or
darkened the colors used to represent temperature).

A separate problem was the choice of features used in the individual displays. These choices were not
always well-suited to the tasks the scientists said they wanted to perform. For example, the standard
visualization uses a static colormap that assigns a fixed color to each range of temperatures. This is a
common technique used to facilitate comparison across multiple weather maps. Unfortunately, it also results
in a narrow range of colors when a user chooses to study a local region of interest. Our visualization scales
the colormap to fit the range of attribute values being displayed.2 The narrow color range made it difficult
for users to identify specific temperature values in the standard visualization (both in isolation and in the
presence of high precipitation). It may have been possible to replace the colormap to try to overcome some
of these problems. This would not address the issues of variations in luminance to visualize wind speed,

2In the case of visualizing more than one map, we first combine temperature ranges from each map, then scale our colormap
to cover this combined range; in this way the same colors in different displays properly correspond to the same temperature
values (e.g., see Figures 9 and 10).
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or the occlusion that occurs in areas of high precipitation, however. Our intuition is that the standard
visualization would continue to produce poor representations for certain tasks, and would not outperform
the nonphotorealistic visualization, even with a more expressive colormap.

Although these experiments visualized weather data, we are not restricted to this domain. We are cur-
rently applying our nonphotorealistic techniques to scientific simulation results in oceanography, and to the
problem of tracking intelligent agents interacting in a simulated e-commerce auction environment. Building
on the strengths of the low-level human visual system provides the flexibility needed to construct effective
multidimensional visualizations for a wide range of problem environments.

8. CONCLUSIONS AND FUTURE WORK

This paper describes a method of visualization that uses painted brush strokes to represent multidimensional
data elements. Our goal was to produce effective nonphotorealistic visualizations. We were motivated in part
by nonphotorealistic rendering in computer graphics, and by the work of Laidlaw, Interrante, and Ebert and
Rheingans to extend these techniques to a visualization environment. Our contributions to this work are the
application of human perception during the selection of a data-feature mapping, and the use of controlled
experiments to study the effectiveness of a nonphotorealistic visualization, both in a laboratory setting, and
in a more practical, real-world context.

The brush strokes we used support the variation of visual features that were selected based on styles from
the Impressionist school of painting. Each attribute in a dataset is mapped to a specific nonphotorealistic
property; attribute values stored in a data element can then be used to vary the visual appearance of
the brush strokes. The properties we chose correspond closely to perceptual features detected by the low-
level human visual system. Experimental results show that existing guidelines on the use of perception
during visualization extend to a nonphotorealistic environment. This allows us to optimize the selection
and application of our brush stroke properties. The result is a “painted image” whose color and texture
patterns can be used to explore, analyze, verify, and discover information stored in a multidimensional
dataset. We are optimistic that future results from studies of perception in visualization will also apply to
our nonphotorealistic domain.

In addition to being effective, our techniques try to produce visualizations that viewers perceive as engaging
or aesthetic. Nonphotorealistic techniques that highlight important or unexpected properties can be used to
orient a viewer’s attention to specific areas in the image. An engaging visualization will encourage a more
in-depth examination of these details.

A number of areas for future work are now being considered. Experiments are currently underway to try
to measure the level of artistic merit viewers attach to our visualizations, and to identify the basic emotional
and visual composition properties of the images (e.g., pleasure, arousal, meaning, and complexity) that
affect these judgments. One question of interest asks: “Can we use these results to vary a visualization’s
composition in ways that improve its artistic merit?” For example, we could try to increase the meaning
of a visualization image by explaining what it represents and how it is used. If meaning is a predictor of
artistic beauty, we would expect to see an increase in observers’ artistic merit rankings of the visualization
images. Another area for investigation asks: “How do knowledge and experience affect the rating scales?”
Our observers are, for the most part, artistic novices. Conducting an experiment with participants who
have some type of formal training in art theory and art history could offer important insights on how this
knowledge affects appreciation of our different image types. Results from these two questions may show
that our current emotional and visual composition properties need to be refined or extended to further
differentiate the artistic merit attached to different images. We are evaluating new candidate properties to
test during future studies.

Another interesting suggestion is to compare the artistic merit of our nonphotorealistic visualizations with
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traditional visualization techniques (e.g., multidimensional glyphs). We are now studying this possibility as
a follow-on to our current experiments.

Our brush strokes support the variation of color, orientation, coverage, and size. We are working to
identify new nonphotorealistic properties that could be integrated into our stroke model. Two promising
candidates we have already discussed are coarseness and weight. Other properties are being sought using two
complementary approaches. First, we are reviewing literature on technique and style in Impressionist art.
Second, we are looking at perceptually salient visual features that may correspond to new nonphotorealistic
properties. Increasing the number of features we can encode effectively in each brush stroke may allow us
to represent datasets with higher dimensionality.

The need to display additional nonphotorealistic properties may exceed the abilities of our simple texture
mapped stroke model. We are studying three techniques to overcome this limitation: (1) the creation of
a larger library of texture mapped brush strokes that explicitly vary the properties that are not easy to
modify within an individual texture map; (2) a model that uses spline surfaces to construct continuous
representations of the multiple properties in a brush stroke, and (3) a model that uses a physical simulation
to vary nonphotorealistic properties and construct visually realistic strokes.

Finally, we note one other important advantage we can derive from the correspondence between perceptual
features and nonphotorealistic properties. We measure the perceptual salience of a visual feature using
controlled psychophysical experiments. Exactly the same technique is used to investigate the strengths and
limitations of new nonphotorealistic features, both in isolation and when displayed together with other stroke
properties. Just as research in perception helps us to identify and control nonphotorealistic features during
visualization, work on new features may offer insight into how the low-level visual system “sees” certain
combinations of visual properties. These results could have an important impact on models of low-level
human vision that are being constructed by researchers in the psychophysical community.
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Figure 1: A visual complexity style visualization of flow patterns in a 2D slice through a simulated supernova collapse, using the mappings:
flow orientation→ stroke orientation, magnitude→ color (dark blue to bright pink for low to high), and pressure → stroke size.

Abstract

Research in human visual cognition suggests that beautiful images
can engage the visual system, encouraging it to linger in certain
locations in an image and absorb subtle details. By developing aes-
thetically pleasing visualizations of data, we aim to engage viewers
and promote prolonged inspection, which can lead to new discover-
ies within the data. We present three new visualization techniques
that apply painterly rendering styles to vary interpretational com-
plexity (IC), indication and detail (ID), and visual complexity (VC),
image properties that are important to aesthetics. Knowledge of
human visual perception and psychophysical models of aesthetics
provide the theoretical basis for our designs. Computational ge-
ometry and nonphotorealistic algorithms are used to preprocess the
data and render the visualizations. We demonstrate the techniques
with visualizations of real weather and supernova data.

Keywords: nonphotorealistic rendering, visualization, aesthetics,
mesh simplification, Voronoi diagrams, NPR applications

1 Introduction

Visualizations enable scientists to inspect, interpret, and analyze
large multi-dimensional data sets. We believe effective visualiza-
tions should both orient and engage (attract and hold) viewer atten-
tion, directing the viewer’s gaze in response to a visual stimulus,

∗e-mail: lauratateosian@yahoo.com
†e-mail: healey@csc.ncsu.edu

and then encouraging it to linger at a given image location. Re-
search on human visual perception describes how to attract atten-
tion, using salient visual features, such as color and texture. Less is
known about how to engage viewers with visualizations.

Recently, researchers have applied techniques from nonphotorealis-
tic rendering in computer graphics to enhance and highlight impor-
tant details in a visualization. We believe that nonphotorealism can
also be used to increase the aesthetic merit of a visualization, which
in turn may increase its ability to engage a viewer. To this end, we
present three new visualization techniques designed with the goal
of both orienting and engaging viewers. Orienting is controlled by
painterly brush stroke glyphs whose visual properties vary to rep-
resent attributes of the underlying data. Human perception studies
showed that the information-carrying capabilities of this painterly
technique are consistent with more traditional glyph-based visual-
izations [Healey et al. 2004; Tateosian 2002]. To engage viewers,
we incorporate visual qualities important to aesthetics into our vi-
sualizations. These visual qualities, interpretational complexity, in-
dication and detail, and visual complexity, were chosen based on
psychophysical models of aesthetics. Experiments conducted using
these models provide strong evidence that varying image complex-
ity can significantly impact a viewer’s aesthetic judgment.

We apply our visualization techniques to real meteorological and
supernova data to explore their capabilities in a real-world setting.
Anecdotal feedback from domain experts is strongly positive, sup-
porting the hypothesis that enhancing the artistic merit of a visu-
alization can result in more effective and more productive visual
analysis.

The remainder of this paper describes our visualization techniques.
Sections 2 discusses related work in artistic visualization, nonpho-
torealistic rendering, and aesthetics. Section 3 introduces the visual
qualities that form the basis of our visualizations. Sections 4 and 5
describe the algorithms that were used to preprocess and render the
data. Section 6 shows examples of real world applications visual-
ized with our techniques. Finally, Section 7 discusses future work.



2 Related Work

We reviewed previous research on aesthetics from the visualiza-
tion, computer graphics, and human perception communities, then
extended and combined results from each domain during the design
of our aesthetic visualization algorithms.

2.1 Nonphotorealistic Visualization

Scientists in visualization are using ideas from NPR to inspire new
visualization techniques. Artistic techniques, such as using abstrac-
tion to eliminate unimportant distractions, and sharpening details
to draw attention to important areas, can help to convey informa-
tion more effectively. [Laidlaw et al. 1998; Kirby et al. 1999;
Healey et al. 2004; Tateosian 2002] use painting concepts to vi-
sualize data. [Laidlaw et al. 1998] visualizes diseased and healthy
mouse spinal cords using a tonal underpainting for the anatomy of
the brain matter and textured elliptical brush strokes for diffusion
tensor data. [Kirby et al. 1999] visualizes air flow past a propeller
with an underpainting, ranging from blue to yellow for clockwise to
counter clockwise vorticity, and elliptical and arrow-shaped strokes
representing additional flow information. The mapping is chosen
to display velocity and vorticity prominently, while still showing
deformation of the fluid elements. [Healey et al. 2004; Tateosian
2002] create painterly visualizations by mapping data attributes to
the visual features of rectangular brush stroke glyphs. In these
techniques, brush strokes are “painted” atop an underpainting and
stroke features such as shape, color, transparency, orientation, and
texture display local data attributes.

[Grigoryan and Rheingans 2002; Lu et al. 2002] stipple-render vol-
umes. [Grigoryan and Rheingans 2002] uses multi-colored stip-
pling, to show uncertainty on the surface of growing tumors as an
intuitively uncertain, fuzzy surface of sparsely placed points. [Lu
et al. 2002] uses pen-and-ink stippling, placing and sizing stipples
to control both local and global tone. [Rheingans and Ebert 2001;
Stompel et al. 2002] use artistic techniques like silhouetting and
outline sketches to enhance volume visualizations.

These visualization methods use artistic techniques to enhance their
expressiveness, as do our new algorithms. One important contribu-
tion of our visualizations is a basis in psychological literature to
vary complexity in ways specifically designed to improve a visual-
ization’s aesthetic merit.

2.2 Nonphotorealistic Rendering Techniques

Existing work in NPR provides a rich vocabulary of artistic ex-
pression in computer graphics. We use several of the NPR con-
cepts and algorithms described here. Sophisticated pen-and-ink
illustration and stippling simulation systems have been developed
[Winkenbach and Salesin 1994; Salisbury et al. 1994; Winkenbach
and Salesin 1996; Salisbury et al. 1997; Secord 2002; Wilson and
Ma 2004]. In our work, we make use of a classic pen-and-ink tech-
nique, called, “indication and detail,” that draws more detail in areas
of interest and reduces detail in homogeneous regions [Winkenbach
and Salesin 1994]. In [Winkenbach and Salesin 1994], users draw
line segments on an image where high detail is desired. The level of
detail is reduced as the distance from the line segments increases.
The hand-drawn house in Fig. 2 shows results this system would
produce if detail segments were drawn around the door and front
windows.

Painting simulation techniques are of particular interest because of
our brush-stroke based visualization style. [Lewis 1984; Strass-
mann 1986; Pham 1991; Hsu and Lee 1994] present approaches
for modeling sophisticated individual strokes. Several systems use

Figure 2: A hand-drawn recreation of an image from Winkenbach
and Salisen’s paper on computer-generated pen-and-ink drawings
demonstrating the use of “indication and detail” [Winkenbach and
Salesin 1994]. This technique avoids monotonous repetition by pre-
senting a small amount of detail to indicate patterns that continue
in the surrounding regions.

lists of brush strokes to create Impressionist style imagery [Hae-
berli 1990; Meier 1996; Litwinowicz 1997; Hertzmann 1998; Shi-
raishi and Yamaguchi 2000; Hertzmann 2002]. [Meier 1996] cre-
ates animated paintings and [Litwinowicz 1997] generates painterly
videos. [Hertzmann 1998; Shiraishi and Yamaguchi 2000] simulate
paintings of source photographs. [Hertzmann 1998] layers curved
B-splined strokes, increasing detail on each layer. [Shiraishi and
Yamaguchi 2000] use image moment functions to size and orient
rectangular strokes. [Hertzmann 2002] extends [Hertzmann 1998]
with a fast paint texture method to simulate the thickness of paint
using a height field and lighting, a technique we implement to cre-
ate textured visualizations.

2.3 Characterization of Beauty

To choose visual properties to vary in our visualizations, we re-
viewed models of aesthetics that identify parameters that are be-
lieved to affect aesthetic judgment. In an early attempt to model
beauty with mathematical equations, Birkhoff calculated the aes-
thetic measure, M , of objects, such as polygons, tiles, and vases
as a ratio of order to complexity [Birkhoff 1932]. Birkhoff theo-
rized that heightened complexity and disorder induce feelings of
discomfort and so aesthetic measure decreases as the ratio of order
to complexity decreases. Observer rankings of Birkhoff’s polygons
in a study conducted by Davis, suggest that aesthetic value is curvi-
linearly related to M , peaking when M is moderate [Davis 1936].

The same pattern is seen in Berlyne’s model of aesthetic pleasure as
a function of arousal, which plots as an inverted U [Berlyne 1971].
Viewing beautiful images generally evokes a feeling of pleasure.
The image provides an activating stimulus and the arousal induces
pleasure. Thus, artistic value is identified with pleasure. In this
model, as arousal increases, pleasure increases until it peaks and
decreases toward indifference (zero pleasure) and displeasure (neg-
ative pleasure values). Structural properties, such as complexity,
novelty, conflict, expectations, ambiguity, and instability increase
arousal; whereas, familiarity, dominance, grouping and pattern, and
expectations moderate arousal.

Arousal and pleasure axes also comprise Barrett and Russell’s af-
fective model, a tool for specifying a wide range of emotional
states. This does not imply that aesthetic judgment is solely an
emotional process. Factor analysis on how paintings are judged
revealed that a cognitive factor, made up of complexity, meaning-
fulness, interestingness, pleasantness, and familiarity, explained a



majority (51.4%) of the variance in judgment of paintings and an
emotional factor, made up of warmth, emotionality, arousal, and
dominance, explained 13.7% of the variance [Baltissen and Oster-
mann 1998]. The converse was true for emotional pictures (48.1%
of the variance explained by the emotional scale and 14% explained
by the cognitive scale). Viewing paintings may be largely a cogni-
tive process, because it requires the viewer to identify the meaning,
and emotions may arise merely as an after-effect associated with
the cognitive process.

3 Designing Aesthetic Visualizations

Birkhoff, Berlyne, and Barrett and Russell reveal that complexity
and closely related properties such as dominance play an important
role in aesthetic judgment. Our three nonphotorealistic visualiza-
tion techniques are designed to vary these properties.

Interpretational Complexity (IC). IC uses a layered approach to
introduce complexity. Paintings are often developed in layers with
an undercoating broadly defining the shapes in the image and de-
tails refined with subsequent layers. This aspect of paintings adds
interpretational complexity, because the information provided by
additional layers requires interpretation. Unlike the layering in
[Tateosian 2002; Hertzmann 1998; Shiraishi and Yamaguchi 2000;
Hertzmann 2002], we wanted our underpainting to contrast in dis-
play style and level of detail from the top layer, because extracting
contrast reinforces attention [Ramachandran 2000]. Hence the un-
derpainting, a colored canvas with sparse faint strokes, provides a
lower level of detail than the highly detailed top level painted with
wet strokes. The data to be visualized is filtered to detect regions of
rapid change, as described in Section 4. Then distinct strokes are
laid on a second layer to provide detail in rapid change areas, but
not elsewhere so that the underpainting is not fully covered.

Indication and Detail (ID). ID provides focal points with high de-
tail areas and omits monotonous details in homogeneous regions
(Fig. 2). Tracking the eye movements of people viewing paintings
has shown that viewers fixate on areas of high detail, such as faces
[Wooding 2002; Holman et al. 2004]. The abstraction of detail in
some areas allows other areas to be visually dominant, resolving the
conflict created by competing stimuli. Short-term familiarity devel-
ops when a visual element appears, disappears, and reappears in an
image after a short hiatus. Overly repetitive visual displays may be
too simplistic to be engaging. But variation, repeating patterns that
are alike in one respect and varying in another, is a powerful aes-
thetic device [Berlyne 1971]. We can reuse the filtering technique
we developed for IC to preprocess the data. Then highly variable
regions are drawn with high detail and clearly distinguishable brush
strokes, and homogeneous areas are drawn with low detail and sub-
tle strokes. Transitional strokes, something like the partially drawn
bricks in Fig. 2, are drawn on the borders between low and high
detail regions. In ID, stroke textures are outlined with a marker to
create a congruous style, so that the detailed areas gradually evolve
into abstracted areas, unlike IC where the layers are designed to
contrast in style.

Visual Complexity (VC). In two patterns with the same number
of visual elements, the one with the most similarity among its el-
ements will be considered less visually complex [Berlyne 1971].
Inspecting master Impressionist artist paintings reveals a great deal
of variation amongst the individual brush strokes. There are often
differences in the color and thickness of paint even within a single
stroke. These visual properties contribute to the complexity of the
painting, but in a way that differs from interpretational complex-
ity. VC involves local visual variations, where IC creates global
trends. Psychologists consistently cite complexity as one of the
components affecting the judgment of aesthetics. Thus, we decided

to study visual complexity, as well as interpretational complexity.

To inject visual complexity, we introduce new stroke properties that
correspond to observable characteristics of brush strokes in master
Impressionist paintings. To identify these properties, we consulted
an artist who has a background in Fine Arts and is a practicing oil
and watercolor painter. We told her we were seeking salient and
aesthetically pleasing ways to vary our basic brush stroke style and
asked her to look at several Van Gogh reproductions. We mapped
her observations of the kinds of variations she saw in these paint-
ings to six properties: varied stroke contour, variegation (paint color
varying within one stroke), curved strokes, embossed strokes (paint
thickness varying within one stroke, sometimes dramatically), var-
ied aspect ratio (some strokes are much longer or fatter than others),
and contrast strokes (sets of dark and light strokes moving in differ-
ent directions, juxtaposed in places).

4 Data Preprocessing

(a) (b) (c)

Figure 3: Processing Indian weather data: a) Triangulate the data
element locations. b) Simplify the mesh based on data attribute
values. c) Find the corresponding Voronoi diagram.

The IC and ID techniques first identify areas of high spatial fre-
quency within the data to be visualized. To do this we apply mesh
simplification followed by spatial analysis with Voronoi regions.

Feature preserving mesh simplification reduces a mesh by remov-
ing polygon vertices in ways that minimize the surface error. For
example, a simplified terrain map mesh can describe a plateau with
just a few large polygons, whereas, many more polygons remain
for craggy mountains. Mesh simplification algorithms that handle
surface properties, such as RGB triples, surface normals, and tex-
ture coordinates, can be used to process a multidimensional data
set, with each data element’s attribute values representing surface
properties at the corresponding vertex [Walter and Healey 2001].
After simplification, the plateaus of our example, are characterized
by a sparse distribution of data elements, while in regions of rapid
attribute value change (craggy mountains) the data elements remain
dense. We used a popular implementation called qslim, which ap-
plies iterative vertex contraction with a quadric error metric to sim-
plify meshes with associated surface properties [Garland and Heck-
bert 1997; Garland and Heckbert 1998; Garland 1999].

To use qslim, we triangulated our data sets, set the surface prop-
erties to data attributes, and chose a desired face count. Fig. 3a
shows triangulated data elements from an Indian weather data set.
The output face count is reduced to 3% of the original face count
(Fig. 3b). The data attributes, radiation, wet day frequency, and di-
urnal temperature range were set as surface properties, and used to
determine the quadric error.



To measure the denseness of the mesh vertices, we use a nearest
point Voronoi diagram, which is a partitioning of space around a set,
S, of n sites, S = p1, ..., pn, into n regions, such that each point
inside the region containing pi is closer to pi than any of the other
n−1 sites. Since the size of the Voronoi region decreases as density
increases, the Voronoi diagram of our reduced mesh identifies re-
gions of rapid change. We used an available implementation, qhull,
to find our Voronoi diagrams with the results from qslim acting as
input sites to qhull [Barber et al. 1993; Barber et al. 1996; Brown
1979]. Using our simplified Indian weather example in Fig. 3b as
input, the resulting Voronoi diagram is shown in Fig. 3c. The re-
gion sizes are correlated with the density of the input mesh. For
example, because the input attributes, radiation, wet day frequency,
and diurnal temperature range, vary rapidly in the Himalayas, the
Voronoi regions are much smaller in these mountainous areas.

5 Visualization Algorithms

Our three visualization techniques all create painted regions of
strokes that vary in color, size, and orientation based on underlying
data values. IC, ID, and VC share a common painting algorithm
to lay strokes in a random manner while controlling coverage. As
region Sk is painted, coverage is controlled by tracking the percent-
age, c, of coverage of the total area of Sk. A stroke is centered at
a randomly chosen unpainted position within Sk. It is transformed
and scan converted, and then retained or rejected based on whether
there is too much overlap (when too much of a stroke falls outside
Sk or overlaps previously laid strokes). Stroke properties such as
size, orientation, and color, are determined by a data sample at the
center of the stroke. Each sample is a vector of data attribute val-
ues at that position in the underlying data set, which are mapped
to a vector of visual features. Stroke placement continues until the
region’s desired coverage, c, has been met. The output is a list of
the accepted strokes and their properties. Each stroke in the list is
drawn as a textured quad. Stroke textures were mostly generated
from scanned hand-painted strokes or strokes drawn with marker.
The algorithm for creating a stroke list with coverage Vk of region
Sk is:
while c < Vk do

Randomly pick an unpainted position p within Sk

Identify data element ei associated with p
Set size and orientation of a new stroke, s, based on ei

Center s at p and scan convert
Compute amount of s outside of Sk, outside
Compute amount of s overlapping existing strokes, overlap
if outside or overlap are too large then

Shrink s until it fits or it cannot be shrunk
end if
if s fits then

Add to stroke list and update c
end if

end while

5.1 The Interpretational Complexity Algorithm

For IC, we wanted to build two layers, each with a distinct style.
Master artists often use an underpainting to broadly define forms.
The underpainting, varying in color, sometimes peeks through to
higher detail layers. The individual strokes in the underpainting are
difficult to discern. These patches of underpainting appear where
there is little change or detail in the image.

The Voronoi regions determine where the underpainting should
show by partitioning the data into two sets: S0, representing low
spatial frequency changes in the data (i.e. large Voronoi regions),
and S1, representing high spatial frequency changes (i.e. small

(a) (b) (c)

Figure 4: The IC algorithm: a) Partition Voronoi regions into sets
S0 (dark) and S1 (light) based on size. b) Paint layer S0, then S1

(Voronoi regions overlaid). c) Render the results.

Voronoi regions). For each region, if its area exceeds a threshold
percentage of the largest Voronoi region, it is placed in S0, other-
wise it is placed in S1 (Fig. 4a).

The Voronoi regions in S0 are tiled with colored canvas texture to
establish the broad color changes of the underpainting. The tiles are
smoothly shaded, with the nearest data element’s attribute values
determining the color of each tile corner. A sparse collection of
strokes are placed on the tiles by centering a stroke on each Voronoi
vertex, and in the center of each Voronoi region (Figs. 4b and c).
The strokes are textured with a dry brush appearance (Fig. 5), and
seem faint since some of the underlying canvas shows through.

      

 Dry           Wet                Low detail                      High Detail

IC    ID

Figure 5: Sample stroke textures: left) dry and wet brush strokes
for the IC visualizations. right) strokes with increasing detail for
the ID visualizations.

Finally, Voronoi regions in S1 are painted with our painting algo-
rithm set to produce full coverage. Each stroke is textured in a wet
brush fashion (Fig. 5). This produces the necessary contrast with
the dry brush strokes in regions from S0. Fig. 4 demonstrates the
IC process.

5.2 The Indication and Detail Algorithm

To create our stylized ID visualizations, we use the Voronoi regions
to partition the data into three sets S0, S1, and S2, then paint with
textured strokes like those in Fig. 5. We begin by identifying all
Voronoi regions whose area A ≥ threshold, and placing them in S0

(large Voronoi regions). For the remaining regions if the region has
at least one neighbor in S0, we place it in S1 (small Voronoi regions
bordering large ones), otherwise we place it in S2 (small Voronoi
regions).

Voronoi regions in S0 are drawn as smooth shaded polygons, with
vertex colors based on the data element at their corresponding spa-
tial position. The regions are then painted with one stroke at their
center and one stroke at each vertex, rendered with low detail tex-
ture maps that have no outline (Fig. 5).



(a) (b) (c)

Figure 6: Generating increase in detail for the ID algorithm: a)
Partition Voronoi regions into sets S0, S1, and S2 (dark to light). b)
Paint each region (Voronoi regions overlaid). c) Render the results

Voronoi regions in S1 and S2 are painted with our painting algo-
rithm. Coverage for regions in S1 is set to V1, 0 � V1 < 1. The
strokes are texture mapped to have partial outlines (Fig. 5).

Regions in S2 are painted with full coverage. Strokes in these
regions are further partitioned based on local variations of the at-
tribute mapped to color. First, the stroke is rotated based on the
attribute value mapped to orientation. Next, the data is sampled 1

4
w

from the stroke’s center (where w represents stroke width) to lo-
cate flank colors (R1, G1, B1) and (R2, G2, B2). If the difference
between the flank colors

√
ΔR2 + ΔB2 + ΔG2 ≤ δ for a small

positive constant δ, the stroke is textured with a complete outline
but no center vein (Fig. 5). Otherwise, the stroke is rendered as two
quads colored (R1, G1, B1) and (R2, G2, B2), and textured with a
complete outline and a center vein.

With this design, the stroke count increases from S0 to S1 and again
from S1 to S2. The addition of stroke outlines reinforces this grad-
ual increase in level of detail. Fig. 6 shows an example of the ID
algorithm.

5.3 The Visual Complexity Algorithm

Figure 7: Stroke properties in our VC algorithm

VC varies properties of the individual strokes. The VC algorithm
places every data element in a single region S0, then applies our
painting algorithm with full coverage to create a list of strokes,
varying the stroke properties as the list is created.

Varied Stroke Contours. We scanned hand-painted strokes to con-
struct our texture maps. This introduces more variability to the

footprint of the stroke, compared to rectangular, computer gener-
ated strokes. For example, some of the strokes have a rounded end,
while others are angular (Fig. 7).

Variegation. Strokes are drawn as three quadrilaterals q1, q, and
q2, of equal length. The data is sampled at the center of the stroke
to choose a primary stroke color C = (R, G, B), and the length l
and width w of the stroke. C is varied randomly to produce C1 =
(R1, G1, B1) and C2 = (R2, G2, B2) in a small interval around
C’s RGB values. w is also varied to generate widths w1 and w2

such that 0 ≤ w1, w2 < 1
8
w.

q is then drawn centered on the sample point with length l, width
w − (w1 + w2), and color C. q1 is drawn next to q with length l,
width w1, and color C1, and q2 is drawn opposite of q1 with length
l, width w2, and color C2. This simulates different paint colors
being pushed to the margins of a stroke, as often occurs when the
brush has residual paint from a previous dip. The randomly colored
flanks provides important color variations.

Curved Strokes. We render strokes as Bézier curves with four
control points, A, B, C, and D. The configuration of a curve is
controlled by the data attribute mapped to orientation. We query the
attribute values at three sample points, s0, s1, and s2, then compute
the associated orientations to position the stroke’s control points.

s0

(a)
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s2
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0

(b)
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Figure 8: Placing control points, A, B, C, and D: a) Get data
sample, s0. b) Rotate by θ0 and get samples, s1 and s2. c) Place
control points, so that BC has orientation θ0, AB has orientation
θ1, and CD has orientation θ2. d) IfMAX{d1, d2} is large, draw
stroke as a curve.

s0 is taken at the center of the stroke to define its orientation θ0

(Figs. 8a). s0 also determines the stroke’s color and size. This
is consistent with how rectangular strokes are colored and sized.
Since both the curve and s0 will lie in the convex hull of the control
points, the curve will either pass through s0 or close to it. After
the stroke is rotated by θ0, samples s1 and s2 are taken 1

4
l from

the ends of the stroke, yielding orientations θ1 and θ2, respectively
(Fig. 8b). The control points are then positioned such that that line
segment BC has orientation θ0, line segment AB has orientation
θ1, and line segment CD has orientation θ2 (Fig. 8c). Since Bézier
curves are approximating, not interpolating, the curve may not pass
through B and C, but it will be pulled in their direction. Curved
strokes are only drawn where the underlying data attribute mapped
to orientation varies rapidly (Fig. 8d).

Embossed Strokes. We simulate variations in the thickness of the
paint on each stroke using Hertzmann’s fast paint texture technique
[2002]. The algorithm assigns a height map to each stroke, then
generates an overall height field of the image as it is painted. When
the scene is lit, shadows generated by the height field simulate the
undulations of paint on a canvas. This procedure is meant to avoid
rendering expensive three-dimensional mesh models of the strokes,
while producing many of the same visual results.

Hertzmann’s height field takes into account both the texture of each
individual stroke produced by the bristles as they spread the paint
and the overlap of paint as strokes are laid atop each other. We



Figure 9: Implementation of Hertzmann’s fast paint texture.

use texture maps paired with opacity maps to calculate these val-
ues. We refer to the texture maps as “height maps” here, since the
greyscale values are used as height values (dark to light for low to
high). The contrast on wet brush stroke texture maps like those in
Fig. 5 was increased, to provide more dramatic height differences
within the height maps. We create an opacity map, which encodes
the stroke’s footprint, to correspond to each height map, by color-
ing all the points within the stroke white and setting the remaining
background transparent. The opacity maps are used to compute a
stroke overlap count. The final height field value for a given image
position (x, y) is the sum of the stroke’s height map value at (x, y)
plus a weight representing the number of strokes overlapping at
(x, y).

To implement fast paint texturing, we draw our stroke list three
times. Strokes are rendered differently each time, to collect differ-
ent information about the scene. The first pass records the colors.
The next two passes record the overlap count and the stroke height
map information that is used to create the height field. The scene is
rendered pixel by pixel, using the color buffer, the height field, and
a Phong shading model to calculate each pixel’s color:

1. Color Pass: Draw each stroke colored and textured with
an opacity map and save the RGB components in the color
buffer.

2. Overlap Pass: Draw each stroke white and textured with the
same opacity maps as those used in color pass. The strokes
are alpha blended with transparency 0 < α � 1 to count
the number of overlapping strokes at each pixel. Given source
and destination blending factors, α and 1−α, and source and
destination colors, (Rs, Gs, Bs, As) and (Rd, Gd, Bd, Ad),
respectively, we obtain:

Ri = Rsα + Rd(1 − α) (1)

Gi = Gsα + Gd(1 − α) (2)

Bi = Bsα + Bd(1 − α) (3)

Ai = α2 + Aid(1 − α) (4)

Starting with a black background sets the initial
(Rd, Gd, Bd, Ad) = (0, 0, 0, 1) at every pixel pi. Since each
stroke’s color is set to (Rs, Gs, Bs, As) = (1, 1, 1, α), we
can compactly define Ri,k, the red component of pixel pi

where k strokes have been drawn, as:

Ri,k =

�
0, if k = 0
α + Ri,k−1(1 − α), otherwise (5)

In this way, the final value of any of the color components of
a pixel enables us to count the number of strokes that overlap
there. We choose to save the red component of the color buffer
in the overlap weight buffer.

3. Height Pass: Draw each stroke white and textured with the
height map paired with the opacity map used in color and
opacity passes. Each pixel pi in the resulting color buffer
contains the grey value (i.e. the height value) of the last stroke
drawn at pi. We save the red component of the color buffer in
the height buffer.

4. Compute the height value at each pixel pi as:

h(pi) = overlap weighti + heighti (6)

Once heights are established, we calculate per-pixel normals
using the directional derivatives of the height field.

5. For each pixel pi we combine the stroke’s diffuse color com-
ponents in colori and the surface normal using the Phong
model to obtain an RGB color value at pi. These value are
displayed in the final rendered image (Fig. 9).

Varied Stroke Aspect Ratio. This visual feature varies the ratio of
stroke length l to stroke width w. For a majority of the strokes, l
and w are selected based on the data attribute Ai mapped to size.
Ai’s value determines w, with l = cw for some positive constant c.
For a minority of the strokes, however, we let a different attribute
Aj , j �= i control the aspect ratio. If Aj’s value is below a preset
threshold t � 0, w is set based on Ai’s value, and l = cw with
c = 4. If instead aj < t +

MAX(Aj)−t

2
, w is set to a constant

value and l = c1w with c1 < 1, producing strokes that are wider
than they are long. The paint texture reinforces the stroke direction,
so that it is not misinterpreted as a stroke with l = 1

c1
w. If neither

condition holds, w is set to a small constant value and l = c2w with
c2 � c to yield strokes that are much longer than they are wide.

Contrast Strokes. In Van Gogh wheat field paintings, burgundy
strokes contrast in color and direction with a field of golden strokes.
We also used the color and orientation of a minority of the strokes
to contrast with the majority. A contrast property, either luminance,
luminance and orientation, or color, is chosen. If attribute Ai is
mapped to color and Aj is mapped to orientation, Ak is mapped
to contrast (k �= i �= j). Stroke color C and orientation θ are
selected based on Ai and Aj . 10% of the strokes with an Ak value
above a preset threshold are selected to act as contrast strokes. If the
contrast property is luminance, the stroke’s luminance is shifted by
a constant. If the contrast property is luminance and orientation, the
luminance is shifted and the stroke’s orientation is reset to −θ. If
the contrast property is color, color values in a small interval around
C are assigned to the stroke.

6 Practical Applications

We used two real-world data sets to test the practical capabilities
of our visualization algorithms: flow from a simulated supernova
collapse, and historical weather conditions calculated for positive
elevations throughout the world.
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Figure 10: Visualization of supernova data set, with mapping Δx and Δy → orientation, magnitude → color, density → size. a) IC
visualization. b) ID visualization.

6.1 Supernova Application

A supernova is a massive explosion that occurs at the end of a star’s
lifetime. Researchers in the Physics Department at NC State Uni-
versity are studying these phenomena. Their current interests in-
clude simulating how a supernova collapses. The resulting super-
nova data sets have time steps and describe a three-dimensional vol-
ume of data. Astrophysicists often look at two-dimensional slices
of the data at a particular time step to analyze a snapshot of the flow.
The slices we are visualizing contain a 500 × 500 regular grid of
sample points composed of the attributes Δx and Δy (direction of
the velocity vector), magnitude (of the velocity vector), pressure,
and density.

We created visualizations of this data using each of our new tech-
niques. To preprocess the data, we first created a mesh by triangu-
lating the sample points and storing magnitude, pressure, and den-
sity at each vertex so the simplified mesh would be dense in areas
where one or more of the attribute values change rapidly, and sparse
in areas where they are relatively constant. Next we calculated the
Voronoi diagram of the simplified mesh. This Voronoi diagram was
used to partition the data for the IC and ID visualizations.

The IC visualization in Fig. 10a maps magnitude to a perceptually
balanced color ramp (dark blue to bright pink for low to high). Δx
and Δy determine orientation. Density is mapped to stroke size
(small to large for low to high). pressure is not visualized, how-
ever, we know that pressure, magnitude, and density are relatively
constant where the underpainting is visible. The bright pink area
on the right represents a shock wave. The strokes form circular pat-
terns where there are vortices. In Fig. 10b, the data is visualized
with the ID technique and the same data-feature mapping. The low
and high detail region IC textures in Fig. 10a contrast each other as
sharp spatial boundaries. In ID visualization, stroke styles gradu-
ally transform across levels of detail.

To create a VC visualization, we again mapped magnitude to color,
Δx and Δy to orientation, and density to stroke size. Contrast is
used to reinforce magnitude (10% of the strokes have reduced lumi-
nance where magnitude > 20%). Pressure is mapped to aspect ratio
(70% ≤ pressure < 85% → wide stroke and pressure ≥ 85% →
long stroke). The resulting visualization is shown in Fig. 11. Wide
and long strokes appear on the left where pressure is the highest.
The shock wave has contrast strokes, reinforcing the high magni-
tudes that occur in this region.

Dr. John Blondin, an astrophysicist from the physics department,
provided the data and gave us anecdotal feedback on our visual-
izations. He found the use of glyphs to show multiple attributes
in all three techniques assists in the investigation of attribute in-
teractions. He thought visual complexity was the most appealing
technique for this application, since the continuity of the glyphs re-
flects the continuous flow. For example, on the right side of Fig. 11
where the shock wave impact occurs, he could see how the parti-
cles were coming together and causing vortices. The sense of flow
was reduced in the corresponding regions in Figs. 10a and b. His
preference for VC is interesting because he also claimed to find this
visualization the most aesthetically pleasing.

6.2 Weather Application

Weather data is a second convenient data source, since weather data
is plentiful and weather attributes, such as temperature, precipita-
tion, and wind speed, are commonly referenced in day-to-day set-
tings. The data used here, collected by the International Panel on
Climate Change between the years 1961 and 1990, consists of 30
year mean monthly weather conditions sampled on a 1

2

◦
latitude

by 1
2

◦
longitude regular grid of positive elevations throughout the

world.

Figs. 13a and b and 14 show visualizations of this weather data



Figure 11: VC visualization of supernova data set, with mapping
Δx and Δy → orientation, magnitude → color, density → size,
pressure→ aspect ratio; magnitude also controls contrast strokes.

using our three techniques. In Fig. 13a, average African weather
conditions in the month of May are visualized. Here cloud cover,
mean temperature, pressure, and diurnal temperature range are vi-
sualized with hue, luminance, size, and orientation. The underlying
Voronoi diagram was created with our usual mesh reduction tech-
nique, with temperature, wind speed, and pressure stored at each
vertex. The luminance is generally higher in northern Africa, indi-
cating the higher temperature there. The canvas shows in interior
regions that have relatively constant temperature, wind speed, and
pressure.

Mean January South American weather patterns are visualized with
our indication and detail technique in Fig. 13b. Here wind speed,
minimum temperature, wet day frequency, and precipitation are vi-
sualized with hue, luminance, size, and orientation. Mesh simplifi-
cation was performed withwet day frequency, pressure, and diurnal
temperature range. The low detail region in the interior of Brazil
shows highlight these attributes have low variability. In the Andes,
we can see hue variations and a dark luminance, indicating variable
wind speeds and low minimum temperatures relative to the rest of
the continent.

In Fig. 14, mean weather conditions for January in southwest
Canada are visualized with our visual complexity technique. Mean
temperature, pressure, wet day frequency, wind speed, and precip-
itation are visualized with color, size, orientation, contrast, and as-
pect ratio, respectively. The temperature is increasing from north
to south with high wind speeds in south central regions where con-
trast strokes are drawn with reduced luminance and opposing ori-
entation. Wide and long strokes appear in the southwest where pre-
cipitation is high.

Our techniques are not limited to scientific data visualizations.
They can also be applied to other types of input, for example, pho-
tographs interpreted as a regular grid of RGB data samples. Fig. 12
shows two examples of an input photograph of a sea turtle, rendered
using the ID and VC techniques.

Figure 12: A photograph of a sea turtle rendered using: Top the ID
algorithm. Bottom the VC algorithm.

7 Conclusions

This paper presents new artistic styles for visualizing large scien-
tific data. The styles are designed to both orient viewers with the
deliberate use of salient visual features and to engage viewers with
aesthetic appeal. We designed these styles by studying psychophys-
ical models of aesthetics and combining them with expressive NPR
techniques. We used the new styles to visualize real world data
and received encouraging feedback from our domain experts. In
fact, our collaborators have started to use our visualizations in their
presentations and publications. We are now conducting and analyz-
ing controlled experiments to measure how viewers rate aesthetic,
emotional, and visual composition properties of our NPR visualiza-
tions relative to real paintings by Abstractionist and Impressionist
Masters. Preliminary results have been promising, particularly for
IC and VC. This suggests that our techniques can positively im-
pact aesthetic judgment. Given the apparent increase in aesthetic
merit produced by our visualizations, the next step in our research
will study whether we are increasing engagement, again through
the use of controlled experiments.
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Figure 13: a) IC visualization of mean weather conditions for May over Africa, cloud cover→ hue (blue to red for low to high), temperature
→ luminance (dark to light for low to high), pressure → size (small to large for low to high), diurnal range → orientation (flat to upright
for low to high). b) ID visualization for October over South American, wind speed→ hue, minimum temperature→ luminance, radiation→
size, precipitation→ orientation.
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 colori = (Oi dR,Oi dG,Oi dB)                overlap_weighti   +  heighti    =  h(pi)  =>  Ni

                                                                                                

 Fast Paint Texture 
 

Ri = IaRkaOi dR + fattIpROi dR(Ni·L) + ...

Gi  = IaGkaOi dG + fattIpROi dG(Ni·L) + ...   

Bi  = IaBkaOi dB + fattIpBOi dB(Ni·L) + ...
}

Figure 15: Top, supernova closeup (Fig. 1); left column, top to bottom: IC process (Fig 4), ID process (Fig 6), VC components (Fig. 7),
texture procedure (Fig. 9); right column, top to bottom: IC supernova visualization, ID supernova visualization, VC supernova visualization
(Figs. 10, 11)


